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Abstract:

In this work, we were interested in studying the existence and stability of a general
model of evolution equations with a delay term. By the theory of semi-groups and under
appropriate conditions on the delayed damping term, we established the global existence
and the exponential stability of linear and non-linear evolution systems with a constant
delay first and then with a variable and multiple delay term considering a local Lipshitz
source term. The exponential stability of the solution was obtained directly from the
Duhamel formula of the solution in the three cases cited.

The research aims to understand how delays affect the behaviour and stability of
these systems. We terminated this work by illustrating the results obtained with some
applications.

Key-words: Abstract evolution equation, Delay term, Exponential stability, Semi-
group
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Résumé:

Dans ce travail, nous nous sommes intéressés à l’étude de l’existence et de la stabilité d’un
modèle très général d’équations d’évolution avec un terme de retard. Par la théorie des
semi-groupes et sous des conditions appropriées sur le terme d’amortissement retardé, on
a établi l’existence globale et la stabilité exponentielle des systèmes d’évolution linéaires
et non linéaires avec un retard constant en premier lieu puis avec un terme de retard
variable et multiple en considérant un terme source localement lipshitzien. La stabilité
exponentielle de la solution est obtenue directement à partir de la formule de Duhamel
de la solution dans les trois cas cités.

La recherche vise à comprendre comment les retards affectent le comportement et la
stabilité de ces systèmes. Nous avons terminé ce travail en illustrant les résultats obtenus
avec quelques applications.

Mots clés: Équation d’évolution abstraite, Stabilité exponentielle, Semi-groupe,
Terme de retard.
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ڲڪٌۘ:
ذات اܳٺޚިر ݁أ؇دت ݆݁ ༟؇م ࡺࢦިذج اࠍܭ وᎂݿٺگݠار وۏިد ࢻࣖراݿ۰ ا۱ٺ݄݄ٷ؇ اܳأ݄ܭ، ۱ڍا ሒᇭ
،රඝ؊ٺৎاܳٺ݄ۛ٭ڎا ݁ݱޚܹں আॻ༟۰݁ٷ؇ݿٴ ཇوط وً؇ٺٴ؇ر اਵਦෑෂة َݱژ ل۰ َޙݠ ఈః༠ل ݆݁.ଫଃ༠؊اܳٺ ༡ڎ
ଫଃ༠؊ّ ؕ݁ ቕً أو ಸ؇ٔ ଫଃ༠؊ّ ؕ݁ ۊޚ٭۰ ଫଃ༚و ۊޚ٭۰ َޙ۰݄ ངا واݿٺگݠار ঌ႓ၽܳا اܳިۏިد أཿྟٺٷ؇
࠵࠺ܭ ངا اݿٺگݠار আॻ༟ اࠍݱިل ቕቆ ܳ٭ྟލଃي. ݁ٷٴؕ ༡ڎ اٺٴ؇ر ሒᇭ ا༠ڍ ؕ݁ و݁ٺأڎد ଫଃ݁ٺ؞

اৎڍ܋ިرة. اܳټఈఃث اࠍ؇ت ሒᇭ ࠵࠺ܭ دو۱؇݁٭ܭ ݬ٭؞۰ ݆݁ ݁ٴ؇ཇة
اَޙ۰݄.أዛኡ٭ٷ؇۱ڍااܳأ݄ܭ ۱ڍه واݿٺگݠار ݿߺࠊك আॻ༟ ଫଃ༠؊اܳٺ ଫଃٔ؊ّ ܋٭ڰ٭۰ ڣ۳ܾ ሌᇿإ اܳٴۜت وዛኗڎف

اܳٺޚٴ٭گ؇ت. ًأݥ ఈః༠ل ݆݁ ؇ዛዀܹ༟ اࠍݱިل ቕቆ มฆܳا ༇؇اܳٷٺ ਐಸިݪ٭ں

༡ڎ ،ངا اਵਦෑෂة،اݿٺگݠار َݱژ ل۰ َޙݠ ، اࠍޚ اܳٺޚިر ᄭᄟ؊ؼמ١:݁ފոءिऻا اڤոஈت
.ଫଃ༠؊اܳٺ
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Notations

Ω An open of Rn, of regular boundary
A A linear operator.
A∗ The adjoint operator of A.
D(A) The domain of the operator A.
L(X, Y ) The space of linear operators de X dans Y .
L(X, Y ) The space of continuous linear operators of X dans Y .
C([0,+∞);H) The space of continuous functions of [0,+∞)

into a Hilbert space H.
C1(0, T ;X) The space of continuously differentiable functions

of [0, T ] dans X.
D(Ω), C∞

0 (Ω) The space of infinitely derivable real functions
with compact support contained in D(Ω).

D′(Ω) The space of distributions.
C∞

K (Ω) The set of functions from C∞
0 (Ω) to support in K.

Lp(Ω) The Lebesgue space, 1 ≤ p ≤ ∞.
∥.∥p The norm associated with the Lebesgue space Lp(Ω).
Wm,p(Ω), Hm(Ω) Sobolev’s space.
W 1,∞(0,+∞) the space of functions on the interval

(0,+∞) that have essentially bounded first derivatives
H1

0 (Ω) Are the functions u ∈ H1 such that u|∂Ω = 0.

∇u =
(
∂u

∂x1
, ...,

∂u

∂xn

)
The gradient of u.

u′, ut The first derivative of u with respect to the times ∂u
∂t

.

u′′, utt The second derivative of u with respect to the times ∂
2u

∂t2
.

L2(Ω) The space of square-integrable functions in Ω.
L1

loc ([0,∞);R) The space of locally integrable functions on the interval [0,+∞)
with values in R.

2



Introduction

In the past, our understanding of dynamic phenomena and changes in natural and engi-
neered systems has relied majorally on ordinary and partial differential equations, which
assume immediate responses to system perturbations. However, as scientific knowledge
increased and the need for more accurate and complex models grew, it became clear that
these simplifying assumptions were insufficient. The advances in scientific understanding
have led to the integration of new concepts, particularly delayed differential equations.
These can be defined as a type of differential equations that include delays or memory
effects in their formulations. They are generally represented as follows

x′(t) = f (x(t), x (t− τ1) , · · · , x (t− τm)) ,

with τj being positive. The presence of the terms x (t− τj) indicates that the state of the
system at time t depends on its state at some previous times t − τj. Studies examining
delay feedback have shown that delays induce some instabilities [6, 13, 8, 3].

In this document, we discrete a part from the work of [7], namely, we are interested
in giving existence and stability results for the below problem

U ′(t) = AU(t) +∑n
i=1 ki(t)BiU (t− τi) + F (U(t)), t ∈ (0,∞),

BiU (t− τi) = fi(t), t ∈ [−τ ∗, 0] ,
U(0) = U0.

(1)

where A is the infinitesimal generator of an exponentially stable semigroup {S(t)}t≥0 in
the Hilbert space H, The functions ki ∈ L1

loc (R+,R), for i = 1, . . . , n and U0 ∈ H, fi ∈
C ([−τ ∗, 0] ;H) , i = 1, . . . , n are the initial data, for different settings

▷ Firstly, in the case linear problem with single constant delay, the function τi(t) be
constant and n = 1 where the nonlinear source term F satisfies F = 0.

▷ After that, we return to the system (1) with F = 0.

▷ As last setting, we study the whole system (1) where the function F satisfies same
conditions to be specified later.

For a constant delay feedback coefficient k, the decay results for the abstract model
(1) have been recently obtained in [9, 10] where the type of delay considered is constant.
They demonstrated when an appropriate smallness constraint on the time-delay feedback
is satisfied that, if the C0 semigroup describing the linear part of the model is exponentially
stable then the entire system retains this property. We will show that this result of stability
can be extend in the case of feedback varying coefficient, the function k, moreover, in the

3



Introduction

case of multiple time-varying delay functions τi and under suitable conditions on the source
term F . In order to establish the well-posedness result and the exponential stability of
solution, the theory of semigroups is used. The model (1) is very general where a quite
general class of delayed differential systems satisfying this abstract setting, for instance,
wave equations and Petrovesky equations with constant or time-varying delay with or
without source term, can be rewritten in this framework through a good definition of the
operator A, the functions ki, the operators Bi and the nonlinear term F .

This thesis is organized as follows.
In the first chapter, we collected some preliminaries, definitions, theorems, and other

auxiliary results used in this thesis. In addition, we presented a reminder of semigroups
and evolution equations with some of their solution methods.

The second chapter is devoted to studying the global existence and stability results
of linear and nonlinear general evolution systems with single or multiple delays. In this
chapter, we based on theory of semigroup and Gronwalls lemma.

We cited an abstract nonlinear evolution equation with multiple time varying delays
as an application where we verified that this example satisfying the assumptions of the
framework considered. This results treated in the third chapter.

4



Chapter 1

Preliminary

The first chapter is a reminder of some mathematical tools. We begin with some definitions
and fundamental properties of the theory of operators, which are useful for the future. In
addition, we have given some definitions of the spaces Lp , Sobolev’s spaces and functional
spaces. They are followed by definitions and properties based on the strongly continuous
semigroups that are essential to know in order to study our problem. At the end of this
chapter, principal classical results in the nonlinear evolution equations have been stated.
The main works used are [1, 5, 11, 12].

1.1 Basic theory of functional Analysis

Definition 1.1 (Banach space). A normed vector space E is called a Banach space, if
every Cauchy sequence in E converges.

Definition 1.2 (Hilbert space). A Hilbert space is a complete inner product space X. In
particular, every Hilbert space is a Banach space with respect to the norm

∥x∥ =
√

(x, x), ∀x ∈ X. (1.1)

Theorem 1.1 (Cauchy-Schwarz). If x, y ∈ X, where X is an inner product space, then

|(x, y)| ≤ ∥x∥∥y∥,

where the norm ∥ · ∥ is defined in (1.1).

Definition 1.3. Let X, Y be normed spaces with the same scalar field. A mapping T
from a subspace of X, called the domain of T and denoted by D(T ), into Y is a linear
operator from X to Y if

∀α, β ∈ K,∀x, y ∈ X, T (αx+ βy) = αTx+ βTy.

Definition 1.4. Let X and Y be two normed spaces on K. A linear operator A defined
from X to Y is a continuous operator in x0 ∈ X, if

∀ε > 0, ∃δ > 0 : ∥x− x0∥X ≤ δ ⇒ ∥A(x) − A(x0)∥Y ≤ ε.

The space of all continuous linear operators from X to Y is denoted by L(X, Y ).

5



Preliminary

Definition 1.5. A linear operator T is bounded if there exists a positive constant M ,
such that

∥Tx∥Y ≤ M∥x∥X , ∀x ∈ D(T ).

Definition 1.6. A linear operator T from X to Y is called closed, if for every sequence
{xn} in D(T ), we have that, if

x = lim
n→∞

xn and y = lim
n→∞

Txn

exist, then, x ∈ D(T ) and Tx = y.

Theorem 1.2. Let X be a normed space and Y a Banach space, then, L(X, Y ) is a
Banach space.

Definition 1.7. Let T ∈ L(H) be a bounded linear operator on a Hilbert space H. There
exists a unique operator T ∗ ∈ L(H) such that

⟨Tx, y⟩ = ⟨x, T ∗y⟩ , ∀x, y ∈ X.

The operator T ∗ is called the adjoint of T . A linear operator T in H is said to self-adjoint
if T is densely defined and T = T ∗.

Proposition 1.1. Let H be a Hilbert space, S : H → H and T : H → H be bounded
linear operators and α, β ∈ R any two scalars. We then have:

1. (αS + βT )∗ = αS∗ + βT ∗,

2. (ST )∗ = T ∗S∗,

3. (T ∗)∗ = T ,

4. ∥T ∗∥ = ∥T∥,

5. ∥TT ∗∥ = ∥T ∗T∥ = ∥T∥∗.

A an operator defined on a dense subspace D(A) ⊂ H and with values in H.

Definition 1.8 (Positive operator). Let A : D (A) → H be self-adjoint. Then, A is
positive if

⟨Az, z⟩ ⩾ 0, ∀z ∈ D (A) .
A is strictly positive if for some m > 0

⟨Az, z⟩ ⩾ m∥z∥2, ∀z ∈ D (A) .

Definition 1.9 (Square root of an operator). If A ∈ L(H) is positive, then there exists
a unique positive operator A 1

2 , called the square root of A, such as
(
A

1
2
)2

= A Moreover,
A

1
2 commutes with every operator that commutes with A.

6



Preliminary

1.1.1 Lebesgue spaces and Sobolev spaces
Definition 1.10. Let Ω be a non empty and open subset in Rn and φ : Ω → R. As in
the one-dimensional case, the set suppφ, defined by

suppφ = {x ∈ Ω;φ(x) ̸= 0},

is called the support of the function φ. Let D(Ω) be the set of C∞ functions from Ω to R
with compact supports included in Ω. Let α ∈ Nn be a multi-index, α = (α1, α2, . . . , αn)
and φ ∈ D(Ω). We define

Dαφ = ∂α1+α2+···+αnφ

∂xα1
1 ∂xα2

2 · · · ∂xαn
n

.

It is evident that D(Ω) is a vector space over R.

Definition 1.11. A distribution on D(Ω), we mean a real-valued, linear continuous func-
tional defined on D(Ω). We denote by D′(Ω) the set of all distributions on D(Ω). If
u ∈ D′(Ω) and φ ∈ D(Ω) we denote (u, φ) = u(φ).

Definition 1.12. the derivative of order α of the function u in the sense of distributions
over D(Ω) is the distribution Dαu defined by

(Dαu, φ) = (−1)|α|
∫

Ω
uDαφdω.

for each φ ∈ D(Ω), where |α| = α1 + α2 + · · · + αn is the length of the multi-index α.

Definition 1.13. Let Ω be an open set of Rn, equipped with the Lebesgue measure dx.
We denote by L1(Ω) the space of integrable functions on Ω with values in R, it is provided
with the norm

∥u∥L1 =
∫

Ω
|u(x)|dx.

Let p ∈ R with 1 ≤ p < +∞, we define the space Lp(Ω) by

Lp(Ω) =
{
f : Ω → R, f measurable and

∫
Ω

|f(x)|pdx < +∞
}
,

equipped with norm

∥u∥Lp =
(∫

Ω
|u(x)|pdx

) 1
p

.

We also define the space L∞(Ω)

L∞(Ω) = {f : Ω → R, f measurable, ∃c > 0, so that |f(x)| ≤ c a.e. on Ω},

it will be equipped with the essential-sup norm

∥u∥L∞ = ess sup
x∈Ω

|u(x)| = inf{c; |u(x)| ≤ c a.e. on Ω}.

We say that a function f : Ω → R belongs to Lp
loc (Ω) if 1Kf ∈ Lp(Ω) for any compact

K ⊂ Ω.

Theorem 1.3. (Hölder’s inequality).Assume that f ∈ Lp and g ∈ Lp′ with 1 ≤ p ≤
∞. Then fg ∈ L1 and ∫

|fg| ≤ ∥f∥p∥g∥p′ .

7



Preliminary

Definition 1.14. Let Ω be an open set of R, and 1 ≤ i ≤ n. A function u ∈ L1
loc (Ω) has

an ith weak derivative in L1
loc (Ω) if there exists fi ∈ L1

loc (Ω) such that for all φ ∈ C∞
0 (Ω)

we have ∫
Ω
u(x)∂iφ(x)dx = −

∫
Ω
fi(x)φ(x)dx.

This leads to say that the ith derivative within the meaning of distributions of u belongs
to L1

loc (Ω), we write
∂iu = ∂u

∂xi

= fi.

Definition 1.15. Let Ω be a bounded or unbounded open set of Rn, and p ∈ R, 1 ≤ p ≤
+∞, the space W 1,p(Ω) is defined by

W 1,p(Ω) = {u ∈ Lp(Ω); such that ∂iu ∈ Lp(Ω), 1 ≤ i ≤ n} ,

where ∂iu is the ith weak derivative of u ∈ L1
loc (Ω). For 1 ≤ p < +∞ we define the space

W 1,p
0 (Ω) as being the closure of D(Ω) in W 1,p(Ω), and we write

W 1,p
0 (Ω) = D(Ω)W 1,p

.

Definition 1.16. Let Ω be an open set of Rn,m ≥ 2 integer number and p real number
such that 1 ≤ p, we define the space Wm,p(Ω) as following

Wm,p(Ω) = {u ∈ Lp(Ω), such that ∂αu ∈ Lp(Ω),∀α, |α| ≤ m} ,

where α ∈ Nn, |α| = α1 + . . . + αn the length of α and ∂αu = ∂α1
1 . . . ∂αn

n is the weak
derivative of a function u ∈ L1

loc(Ω) .
The space Wm,p(Ω) is equipped with the norm

∥u∥W m,p = ∥u∥Lp +
∑

0<|α|≤m

∥∂αu∥Lp .

For p = 2, the space Wm,2(Ω) is noted Hm(Ω).

Proposition 1.2 (Poincaré’s inequality). Suppose I is a bounded interval. Then there
exists a constant C (depending on |I| < ∞ ) such that

∥u∥W 1,p(I) ≤ C∥u′∥Lp(I) ∀u ∈ W 1,p
0 (I).

In other words, on the space W 1,p
0 , the quantity ∥u′∥Lp(I) is a norm equivalent to the

W 1,p norm.

1.1.2 The functional spaces
Definition 1.17. Let (X, ∥.∥X) be a real Banach space. We define the space C(0, T ;X)
by

C(0, T ;X) = {f : (0, T ) → X ; with f continuous } .

equipped with the norm
∥u∥C(0,T ;X) = max

t∈[0,T ]
∥u (t)∥X .

8



Preliminary

Definition 1.18. A function f : (0, T ) → X is called strongly differentiable at t0 ∈ (0, T )
if there exists an element

df

dt
(t0) ∈ X such that lim

h→0

∥∥∥∥∥1
h

(
f (t0 + h) − f (t0) − df

dt
(t0)

)∥∥∥∥∥
X

= 0.

df

dt
(t0) is called the strong derivative of f en t0.

Definition 1.19. Let 0 < T < ∞ and let (X, ∥.∥X) be a real Banach space. We denote
by D(0, T ;X),the set of continuous functions with compact support in (0, T ) with values
in X.

Definition 1.20. A function f : (0, T ) → X be an integrable function if there exists a
sequence of functions (fn)n, n ∈ N belonging to D(0, T ;X) such that

lim
n→∞

∫ T

0
∥fn (s) − f (s)∥X ds = 0.

Theorem 1.4 (Bochner). A measurable function f : (0, T ) → X is integrable if and only
if the application t → ∥f(t)∥X , which is defined from (0, T ) into R+ is integrable, in this
case ,we have ∥∥∥ ∫ T

0
f (s) ds

∥∥∥
X

≤
∫ T

0
∥f (s)∥X ds.

Definition 1.21. Let 1 ≤ p < ∞, The Lebesgue space Lp(0, T ;X) is the set of classes
of measurable functions f : (0, T )X such that the application t → ∥f (t)∥X belongs to
Lp(X). The space Lp(0, T ;X) is a normed space equipped with the norm

∥f∥Lp(0,T ;X) =
 T∫

0

∥f(t)∥p
X dt


1
p

.

For p = ∞,

L∞(0, T ;X) = {f : (0, T ) → X; measurable and ∃ C > 0 : ∥f (t)∥X ≤ C a.e } ,

equipped with the norm

∥f∥L∞(0,T ;X) = inf {C > 0 ; ∥f(t)∥X ≤ C a.e t ∈ (0, T )} .

Proposition 1.3.

1. Lp(0, T ;X) is a Banach space, for (1 ≤ p ≤ ∞).

2. If X is a Hilbert space with inner product ⟨ . , . ⟩X then, L2(0, T ;X) is also a Hilbert
space with inner product

⟨u, v⟩L2(0,T ;X) =
T∫

0

⟨u(t), v(t)⟩Xdt.

3. For 1 ≤ q ≤ r ≤ ∞, we have Lr(0, T ;X) ↪→ Lq(0, T ;X) with continuous injection.

9
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Definition 1.22. Let u,w ∈ L1(0, T ;X). The function w is called the generalized deriva-
tive of order n of u on (0, T ) if

T∫
0

φ(n) (t)u (t) dt = (−1)n

T∫
0

φ (t)w (t) dt ∀φ ∈ D (0, T ;X) .

Definition 1.23. The Sobolev space H1(0, T ;X) is the space of functions u : (0, T ) → X
such that

u ∈ L2(0, T ;X) and u′ ∈ L2(0, T ;X).
The space H1 (0, T ;X) is a Banach space equipped with the norm

∥u∥H1(0,T ;X) =
(
∥u∥ L2(0,T ;X) + ∥u′∥ L2(0,T ;X)

)1/2
.

Given an integer m ≥ 2,we define by recurrence the space

Hm (0, T ;X) =
{
u ∈ Hm−1 (0, T ;X) ; u′ ∈ Hm−1 (0, T ;X)

}
,

equipped with the norm

∥u∥Hm(0,T ;X) = ∥u∥L2(0,T ;X) +
m∑

α=1

∥∥∥u(α)
∥∥∥

L2(0,T ;X)
.

Proposition 1.4. If f ∈ Lp(0, T ;X) and ∂f

∂t
∈ Lp(0, T ;X)with (1 ≤ p ≤ ∞), So f is

continuous from [0, T ] to X after a possible modification on a negligible set of (0, T ).

Definition 1.24 (locally integrable function). A function u defined almost everywhere
on Ω is said to be locally integrable on Ω provided u ∈ L1(Ω) for every open U ⊂ Ω. In
this case we write u ∈ L1

loc (Ω).

Lemma 1.1 (Gronwall’s Lemma). Let α ≥ 0 and β ∈ C(0, T ;R) such that β(t) ≥ 0 ,
∀t ∈ [0, T ] . if u ∈ C(0, T ;R) is a function such that:

u(t) ≤ α +
∫ T

0
β(s)u(s)ds, ∀t ∈ [0, T ].

then,
u(t) ≤ αe

∫ T

0 β(s)ds, ∀t ∈ [0, T ].

Definition 1.25 (Gâteaux Differentiability). Let f : U −→ Y be a map, Let x0 ∈ U .The
function f is a Gâteaux Differentiable function at x0 if

1. f is differentiable at x0 in every direction v ∈ U\{0}.

2. There exists a bounded linear map A ∈ L(X, Y ) such that f ′ (x0, v) = A(v) for all
v element of X\{0}.

In this case, the map f ′ (x0) is called the Gâteaux differential of f at x0 and is denoted
by DGf (x0) or f ′

G (x0).
In orther words, f is Gâteaux differentiable at x0 if there exists a bounded linear map

A ∈ L(X, Y ) such that:

lim
t→0

f (x0 + tv) − f (x0)
t

= A(v), ∀v ∈ X\{0}.

10
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1.2 Basic theory of semigroups

1.2.1 Uniformly continuous semigroups

Definition 1.26. Let X be a Banach space. A one parameter family {T (t)}, 0 ≤ t < ∞,
of bounded linear operators from X into X, is a semigroup of bounded linear operator on
X if

1. T (0) = I (I is the identity operator on X).

2. T (t+ s) = T (t)T (s), for every t, s ≥ 0 (the semigroup property).

Definition 1.27. A semigroup of bounded linear operators {T (t)}t≥0, is uniformly con-
tinuous if

lim
t−→0

∥T (t) − I∥ = 0.

if {T (t)}t≥0 is a uniformly continuous semigroup of bounded linear operators then
lim

x−→t
∥T (s) − T (t)∥ = 0.

Definition 1.28. The linear operator A defined by

D(A) =
{
x ∈ X : lim

t−→0

T (t)x− x

t
exists

}
and

Ax = lim
t→0

T (t)x− x

t
= d+T (t)x

dt

∣∣∣∣∣
t=0

, ∀x ∈ D(A),

is the infinitesimal generator of the semigroup {T (t)}t≥0, D(A) is the domain of A.
Theorem 1.5. A linear operator A is the infinitesimal generator of a uniformly contin-
uous semigroup if and only if A is a bounded linear operator.
Remark 1.1. a semigroup {T (t)}t≥0 has a unique infinitesimal generator. If T (t) is
uniformly continuous its infinitesimal generator is a bounded linear operator. On the
other hand, every bounded linear operator A is the infinitesimal generator of a uniformly
continuous semigroup {T (t)}t≥0. Is this semigroup unique? This result is given by the
following theorem:
Theorem 1.6. Let {T (t)}t≥0 and {S(t)}t≥0 be uniformly continuous semigroups of bounded
linear operators. If

lim
t−→0

T (t) − I

t
= A = lim

t−→0

S(t) − I

t
,

then T (t) = S(t) , for t ≥ 0.
Corollaire 1.1. Let {T (t)}t≥0 be a uniformly continuous semigroup of bounded linear
operators, then

a. There exists a constant ω ≥ 0 such that ∥T (t)∥ ≤ eωt.

b. There exists a unique bounded linear operator A such that T (t) = etA.

c. The operator A in the part (b) is an infinitesimal generator of {T (t)}t≥0.

d. t → T (t) is differentiable in norm, and
dT (t)
dt

= AT (t) = T (t)A.

11
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1.2.2 Strongly continuous semi-groups
In the following, we assume that A is a bounded linear operator of X in X.

Definition 1.29. A semigroup {T (t)}t≥0, of bounded linear operators on X is a strongly
continuous semigroup of bounded linear operators if

lim
t−→0

T (t)x = x for every x ∈ X.

A strongly continuous semigroup of bounded linear operators on X will be called a semi-
group of class C0 or simply a C0 semigroup.

Theorem 1.7. Let {T (t)}t≥0 be a C0 semigroup. There exist constants ω ≥ 0 and M ≥ 1
such that

∥T (t)∥ ≤ Meωt for 0 ≤ t < ∞. (1.2)

Definition 1.30. The growth bound of the strongly continuous semigroup T is the num-
ber ω0(T ) defined by

ω0(T ) = inf
t∈(0,∞)

1
t

log ∥Tt∥ .

Clearly ,ω0(T ) ∈ [−∞,∞).

Proposition 1.5. Let T be a strongly continuous semigroup on X, with growth bound
ω0(T ). Then

1. ω0(T ) = limt→∞
1
t

log ∥Tt∥,

2. For any ω > ω0(T ) there exists an Mω ∈ [1,∞) such that

∥Tt∥ ⩽Mωe
ωt, ∀t ∈ [0,∞).

3. The function φ : [0,∞) ×X → X defined by φ(t, z) = Ttz is continuous .

Definition 1.31. Let{T (t)}t≥0 be a strongly continuous semigroup on X, with growth
bound ω0(T ). This semigroup is called exponentially stable if ω0(T ) < 0.

We give some properties on the C0−semigroups.

Theorem 1.8. Let {T (t)}t≥0 be a C0 semigroup and let A be its infinitesimal generator.
Then

1. For x ∈ X,
lim
h→0

1
h

∫ t+h

t
T (s)xds = T (t)x.

2. For x ∈ X,

∫ 1

0
T (s)xds ∈ D(A) and A

(∫ t

0
T (s)xds

)
= T (t)x− x.

12
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3. For x ∈ D(A),

T (t)x ∈ D(A) and d

dt
T (t)x = AT (t)x = T (t)Ax.

4. For x ∈ D(A),

T (t)x− T (s)x =
∫ t

s
T (τ)Axdτ =

∫ t

s
AT (τ)xdτ.

Theorem 1.9. Let {T (t)}t≥0 and {S(t)}t≥0 be C0 semigroups of bounded linear operators
with infinitesimul generators A and B respectively. If A = B then ,

T (t) = S(t), for all t ≥ 0.

Theorem 1.10. If A is the infinitesimal generator of a C0 semigroup {T (t)}t≥0 then,the
domain of A, D(A) is dense in X and A is a closed linear operator.

1.2.3 Hille-Yosida and Lumer-Phillips theorem
The focus of this paragraph is to provide an analysis of the C0−semigroups of contractions,
which is commonly referred to as the Lumer Phillips theorem. To begin, it is necessary
to establish some preliminary information.

Definition 1.32. A one-parameter family {T (t)}t≥0 ⊂ L(X) is a contraction semigroup
on X provided

T (t) ≤ 1, ∀t ≥ 0.

Definition 1.33. Let X be a Banach space and let X∗ be its dual. We denote the value
of x∗ ∈ X∗ at x ∈ X by ⟨x∗, x⟩ or ⟨x, x∗⟩. For every x ∈ X we define the duality set
F (x) ⊆ X∗ by

F (x) =
{
x∗ : x∗ ∈ X∗ and ⟨x∗, x⟩ = ∥x∥2 = ∥x∗∥2

}
.

Definition 1.34. A linear operator A is dissipative if for every x ∈ D(A) there is a
x∗ ∈ F (x) such that

Re ⟨Ax, x∗⟩ ≤ 0.

Theorem 1.11. A lineair operator A in dissipatios if and only if

∥(λI − A)x∥ ≥ λ∥x∥ for all x ∈ D(A) and λ > 0.

Theorem 1.12 (Hille-Yosida). A linear (unbounded) operator. A is the infinitesimal
generator of a C0 semigroup of contractions {T (t)}t≥0,t ≥ 0if and only if

1. A is closed and D(A) = X.

2. The resolvent set ρ(A) of A contains R+and for every λ > 0,

∥R(λ : A)∥ ≤ 1
λ
.

13
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Theorem 1.13 (Lumer Phillips). Let A be a linear operator with dense domain D(A)in
X.

1. If A is dissipative and there is aλ0 > 0 such that the range, R (λ0I − A), of λ0I−A
is X, then A is the infinitesimal generator of a C0 semigroup of contractions on X.

2. If A is the infinitesimal generator of a C0 semigroup of contractions on X then
R(λI − A) = X for all λ > 0 and A is dissipative. Moreover, for every x ∈ D(A)
and every x∗ ∈ F (x),Re ⟨Ax, x∗⟩ ≤ 0.

1.3 Nonlinear Evolution Equations

1.3.1 The homogeneous Cauchy problem
Let X be a Banach space and let A be a linear operator from D(A) ⊂ X into X. Given
u0 ∈ X the abstract Cauchy problem, with initial data u0, consists of find a solution u to
the following initial value problem{

du(t)
dt

= Au(t), t > 0,
u(0) = u0.

(1.3)

We mean by a solution an X, valued function u such that u is continuous for t ≥ 0,
continuously differentiable and u ∈ D(A) for t > 0 and (1.3) is satisfied.

Theorem 1.14. If A is the infinitesimal generator of a differentiable semigroup, then,
for every u0 ∈ X , the initial value problem (1.3) has a unique solution.

Proof. see ([11], Ch.4 ,P.104)

1.3.2 The Inhomogeneous Cauchy problem{
du(t)

dt
= Au(t) + f(t) t > 0,

u(0) = u0,
(1.4)

where f : [0, T [→ X.

We will assume throughout this section that A is the infinitesimal generator of a C0
semigroup {T (t)}t≥0. Consequently the corresponding homogeneous equation, i.e., the
equation with f ≡ 0, has a unique solution for every initial value u0 ∈ D(A).

Definition 1.35. A function u : [0, T [→ X is a (classical) solution of(1.4) if

1. u is contimuous for [0, T ].

2. u is continuously differentiable function ]0, T [.

3. u(t) ∈ D, for t ∈]0, T [ and (1.4) is satisfied on [0, T [.

Theorem 1.15. If f ∈ L1(0, T ;X), then for all x ∈ X ,the initial value problem (1.4)
has at most one solution. If it has a solution , this solution is given by

u(t) = T (t)u0 +
∫ t

0
T (t− s)f(s)ds.

14
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Proof. see ([11], Ch.4 ,P.106)

Definition 1.36. Let A be the infinitesimal generator of a C0 semigroup {T (t)}t≥0. Let
u0 ∈ X and f ∈ L1(0, T ;X). The function u ∈ C([0, T ];X) given by

u(t) = T (t)u0 +
∫ t

0
T (t− s)f(s)ds, 0 ≤ t ≤ T,

is the mild solution of the initial value problem (1.4) on [0, T ] and the last estimate is
called Duhamel’s formula.

1.3.3 Nonlinear Evolution Equations{
du(t)

dt
+ Au(t) = f(t, u(t)), t > t0,

u (t0) = u0,
(1.5)

where −A is the infinitesimal generator of a C0 semigroup T (t), t ≥ 0, on a Banach space
X and f : [t0, T ] ×X → X is continuous in t and satisfies a Lipschitz condition in u.
Remark 1.2. The initial value problem(1.5) does not necessarily have a solution of any
kind. However, if it has a classical or strong solution , shows that this solution u satisfies
the integral equation

u(t) = T (t− t0)u0 +
∫ t

t0
T (t− s)f(s, u(s))ds. (1.6)

Definition 1.37. A continuous solution u of the integral equation (1.6) will be called a
mild solution of the initial value problem (1.5).

We start with the following classical result which assures the existence and uniqueness
of mild solutions of (1.5) for Lipschitz continuous functiuns f .

Theorem 1.16. Let f : [t0, T ] × X → X be continuous in t on [t0, T ] and unifirrmly
Lipschitz continuous (with constant L) on X. If −A is the infinitesimul generator of a
C0 semigroup T (t), t ≥ 0, on X then for every u0 ∈ X the Initidal value problem (1.5)has
a unique mild solution u ∈ C ([t0, T ] : X).

Theorem 1.17. Let f : [0,∞ | ×X → X be continuous in t for t ≥ 0 and locally Lipschitz
contimuuns in u, uniformly in t on boumded intervals. If −A is the infinitesimal generutor
of a C0 semigroup T (t), t ≥ 0 on X then for every u0 ∈ X there is a tmax ≤ ∞ such that,
the initial value problem {

du(t)
dt

+ Au(t) = f(t, u(t)), t ≥ 0,
u(0) = u0,

has a unique mild solution u on [0, tmax [ . Moreover, if tmax < ∞, then

lim
t−→tmax

∥u(t)∥ = ∞.

Theorem 1.18. (Regularity). Let −A be the infinitesimal generator of a C0 semigroup
T (t), t ≥ 0 on X. If f : [t0, T ] × X → X is continuously differentiable from [t0, T ] × X
into X then the mild solution of (1.5) with u0 ∈ D(A) is a classical solution of the initial
value problem.
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Chapter 2

Existence and stability of abstract
linear and nonlinear evolution
systems with a single or multiple
delay term

This chapter investigates the global existence and the energy decay for abstract linear evo-
lution problems with delay terms. We started by considering a constant delay and ended
with a nonlinear version of the previous setting where multiple time-independent delays
replaced the constant delay. Based on semigroup theory, the existence and uniqueness
of the solution are established for both systems under specific conditions. Furthermore,
exponential stability results are derived directly by estimating the solution formula. The
analysis encompasses both the case of a single constant delay and time-varying delays. A
nonlinear model with a local Lipschitz condition on the nonlinearity is also considered.

2.1 Abstract linear evolution equation with a con-
stant delay

2.1.1 Setting of problem
Let H be a Hilbert space with inner product and norm denoted by ⟨·, ·⟩ and ∥ · ∥, respec-
tively, A an operator from H into itself which generates a C0-semi group exponentially
stable.

The objective of this section is to study the well-posedness and the exponential stability
results for the following abstract delayed evolution equation:

(P1) :


U ′(t) = AU(t) + k(t)BU(t− τ), ∀t ∈ (0,∞),
U(0) = U0,

BU(t− τ) = f(t), ∀t ∈ (0, τ),

where τ > 0 is a fixed delay parameter, k : [0,∞) → R is a function belonging to
L1

loc ([0,∞);R) and U0 ∈ H, f ∈ C(0, τ ;H) are the initial datums.

For getting the intended results, we assume the following assumptions:

16
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(H1) A is the infinitesimal generator of an exponentially stable semigroup {S(t)}t≥0 in
the Hilbert space H which means

∃M,ω > 0, ∥S(t)∥L(H) ≤ Me−wt, ∀t ⩾ 0. (2.1)

(H2) B : H → H is a continuous linear operator.

2.1.2 Well-posedness
The existence of the solution of the system (P1) is given by the following proposition

Proposition 2.1. Given U0 ∈ H and a continuous function f : [0, τ ] → H, the problem
(P1) has a unique (weak) solution given by Duhamel’s formula, for all t ≥ 0

U(t) = S(t)U0 +
∫ t

0
k(s)S(t− s)BU(s− τ)ds. (2.2)

Proof. The desired result is to establish the existence and uniqueness of a continuous
solution U for the system (P1) on the entire time domain [0,+∞). We achieve this by
dividing the time domain into intervals of length τ and analyzing each interval iteratively.

For the first interval [0, τ ], we define

G1(t) = k(t)BU(t− τ), t ∈ [0, τ ],
to integrate the time delay and rewrite the system (P1) as a standard non-homogeneous
problem {

U ′(t) = AU(t) +G1(t), ∀t ∈ (0, τ),
U(0) = U0.

(2.3)

We have that G1 ∈ L1((0, τ);H) since k ∈ L1
loc([0,∞);R) and f ∈ C([0, τ ];H), by

Theorem 1.15, the system (2.3) admit a unique solution U ∈ C([0, τ ];H) on this interval
satisfying the Duhamel’s formula

U(t) = S(t)U0 +
∫ t

0
S(t− s)G1(s)ds, ∀t ∈ [0, τ ],

then, it gives

U(t) = S(t)U0 +
∫ t

0
k(s)S(t− s)BU(s− τ)ds, ∀t ∈ [0, τ ]. (2.4)

Similarly, for the next interval [τ, 2τ ], setting

G2(t) = k(t)BU(t− τ),
where U(t − τ) for t ∈ [τ, 2τ ] is obtained from the first step. Therefore, the model (P1)
may also rewritten as inhomogeneous Cauchy problem in the interval [τ, 2τ ]. We may
recast the model (P1) as follows{

U ′(t) = AU(t) +G2(t) in (τ, 2τ),
U(τ) = U (τ−) , (2.5)

with U (τ−) is a notation of the value of U in t = τ , it can be estimated from (2.4).
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By using a classical result of abstract Cauchy problems, there exist a unique continuous
solution U : [τ, 2τ ] → H satisfying

U(t) = S(t− τ)U
(
τ−
)

+
∫ t

τ
k(s)S(t− s)BU(s− τ)ds, t ∈ [τ, 2τ ]. (2.6)

Combining the partial solutions (2.4) and (2.6), we construct a unique continuous solution
U : [0, 2τ ] → R satisfying the following formula of Duhamel

U(t) = S(t)U0 +
∫ t

0
k(s)S(t− s)BU(s− τ)ds, t ∈ [0, 2τ ].

By repeating this process on subsequent intervals and extending the solutions, we
ultimately prove the existence and uniqueness of the desired solution U ∈ C([0,∞);H)
on the whole time domain given by (2.2).

2.1.3 Exponential stability
In this subsection, we establish the exponential stability directly from the Duhamel’s
formula (2.2). This result is stated in the following theorem

Theorem 2.1. Assume that there exist two constants ω′ ∈ (0, ω) and γ ∈ R such that,
for every t ≥ 0

M∥B∥eωτ
∫ t

0
|k(s+ τ)|ds ≤ γ + ω′t. (2.7)

Then, there exists a positive constant M ′ such that the solution decays exponentially, for
all t ≥ 0, we have

∥U(t)∥ ≤ M ′e−(ω−ω′)t. (2.8)

Proof. According to Proposition 2.1, the system (P1) admit a unique solution given by

U(t) = S(t)U0 +
∫ t

0
k(s)S(t− s)BU(s− τ)ds, t ∈ R+.

Passing by the norm, we get

∥U(t)∥ =
∥∥∥∥S(t)U0 +

∫ t

0
k(s)S(t− s)BU(s− τ)ds

∥∥∥∥ ,
≤ ∥S(t)∥ ∥U0∥ +

∫ t

0
|k(s)|∥S(t− s)∥∥BU(s− τ)∥ds,

so, We obtain

∥U(t)∥ ≤∥S(t)∥ ∥U0∥ +
∫ τ

0
|k(s)|∥S(t− s)∥∥BU(s− τ)∥ds

+
∫ t

τ
|k(s)|∥S(t− s)∥∥BU(s− τ)∥ds,

from the third equation in the system (P1) and by (H2), we have

∥U(t)∥ ≤∥S(t)∥ ∥U0∥ +
∫ τ

0
|k(s)|∥S(t− s)∥|f(s)|ds

+
∫ t

τ
|k(s)|∥S(t− s)∥∥B∥∥U(s− τ)∥ds.
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Thus, by using the fact that the semigroup {S(t)}t≥0 is exponentially stable, the inequality
(2.1), we arrive at

∥U(t)∥ ≤Me−ωt ∥U0∥ +
∫ τ

0
|k(s)|Me−ω(t−s)|f(s)| ds

+
∫ t

τ
|k(s)|Me−ω(t−s)∥B∥∥U(s− τ)∥ ds.

Then,
∥U(t)∥ ≤Me−ωt ∥U0∥ +M

∫ τ

0
|k(s)|eω(s−t)|f(s)| ds

+M∥B∥
∫ t

τ
|k(s)|eω(s−t)∥U(s− τ)∥ ds,

which is
eωt ∥Ut∥ ≤M ∥U0∥ +M

∫ τ

0
|k(s)|eωs|f(s)| ds

+M∥B∥
∫ t

τ
|k(s)|eωs∥U(s− τ)∥ ds.

Therefore,

eωt ∥Ut∥ ≤ M ∥U0∥ +Meωτ
∫ τ

0
|k(s)|eω(s−τ)∥f(s)∥ds

+M∥B∥eωτ
∫ t

τ
|k(s)|eω(s−τ)∥U(s− τ)∥ds, (2.9)

Now, for all t ≥ 0, we take

u(t) := eωt∥U(t)∥, α := M ∥U0∥ +Meωτ
∫ τ

0
|k(s)|eω(s−τ)∥f(s)∥ds (2.10)

and
β(t) := M∥B∥eωτ |k(t+ τ)|. (2.11)

On the other hand, the last term in (2.9) be can estimate by making the following
change of variable δ = s− τ , it result∫ t−τ

0
|k(δ + τ)|eωδ∥U(δ)∥ds,

then,
M∥B∥eωτ

∫ t−τ

0
|k(s+ τ)|eω(s)∥U(s)∥ds. (2.12)

By combining (2.9), (2.12), (2.10)and (2.11), we obtain

u(t) ≤ α +
∫ t−τ

0
β(s)u(s)ds, ∀t ≥ 0,

Therefore, such as β ≥ 0 and u ≥ 0,

u(t) ≤ α +
∫ t

0
β(s)u(s)ds, ∀t ≥ 0.

We apply Lemma 1.1, we get, for all t ≥ 0

u(t) ≤ αe
∫ t

0 B(s)ds.
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From the definition of u, we attain

eωt∥U(t)∥ ≤ αe
∫ t

0 B(s)ds, ∀t ≥ 0.

Lastly, we found
∥U(t)∥ ≤ αe

∫ t

0 β(s)ds−ωt, ∀t ≥ 0. (2.13)

On the other hand, by (2.11) and(2.7), we acquire∫ t

0
β(s)ds− ωt =

∫ t

0
M∥B∥eωτ |k(s+ τ)|ds− ωt,

≤ γ + ω′t− ωt = γ − (ω − ω′) t.

Consequently, the inequality (2.13) becomes

∥U(t)∥ ≤ αeγe−(ω−ω′)t ≤ M ′e−(ω−ω′)t,

for all t ≥ 0 where M ′ = αeγ.
Hence, We obtain the exponential stability estimate of the solution of the system (P1).

Otherwise, the proof of the Theorem 2.1 is done.
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2.2 Abstract linear evolution equation with multiple
time varying delays

2.2.1 Setting of problem
Let consider the following abstract evolution equation with multiple time dependent delays

(P2) :


U ′(t) = AU(t) +

n∑
i=1

ki(t)BiU (t− τi(t)) , ∀t ∈ (0,∞),

BiU(t) = fi(t), ∀t ∈ [−τ ∗, 0] ,
U(0) = U0,

where

1. As previously, the operator A generates an exponentially stable semigroup {S(t)}t≥0
in a Hilbert space H.

2. ∀i = 1, . . . , n, τi be the time delayed functions with τ ∗ will be defined later.

3. The functions ki : R+ → R are belonging to L1
loc (R+,R), for i = 1, . . . , n.

4. U0 ∈ H, fi ∈ C ([−τ ∗, 0] ;H) , i = 1, . . . , n are the initial data.

For studying the system (P2), we’ll need to make the next assumptions :

(H3) ∀i = 1, . . . , n, Bi are continuous linear operator from H to itself.

(H4) The time-varying delay functions τi : R+ → (0,+∞), i = 1, . . . , n belonging to
W 1,∞, moreover, we suppose, for each i = 1, . . . , n,

0 ≤ τi(t) ≤ τ̄i, (2.14)

and
τ ′

i(t) ≤ ci < 1, (2.15)

for almost everywhere t > 0 , with appropriate constants τ̄i and ci. Let give the
parameter τ ∗ by

τ ∗ := max
i=1,...,n

{τi(0)} , (2.16)

Remark 2.1. We get from (2.15) that

(t− τi(t))′ = 1 − τ ′
i(t) > 0, a.e. ∀t > 0, (2.17)

and therfore,
t− τi(t) ≥ −τi(0), ∀t ≥ 0. (2.18)
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2.2.2 Well-posedness
For the existence and uniqueness result of solution in this case, we refer to the following
theorem

Theorem 2.2. Given U0 ∈ H and continuous functions fi : [−τ ∗, 0] → H, i = 1, . . . , n,
the problem (P2) has a unique (weak) solution given by

U(t) = S(t)U0 +
∫ t

0
S(t− s)

n∑
i=1

ki(s)BiU (s− τi(s)) ds, ∀t ≥ 0. (2.19)

Proof. Let us firstly consider that for all i = 1, . . . , n, the time delays functions τi(t) are
bounded from below by positive constants τ i, which means

τi(t) ≥ τ i, for every t ≥ 0. (2.20)

Similarly to the the proof of Proposition (2.2), let us use the method of steps by considering
an interval of length τm in which given as follow

τmin := min {τ i, i = 1, . . . , n} > 0. (2.21)

By (2.20) and(2.21) , we have

τi(t) ≥ τ i ≥ τmin > 0, ∀t ≥ 0,

so,
t− τi(t) ≤ t− τ i ≤ t− τmin ∀t ≥ 0 and i = 1, . . . , n.

Therefore, if t ∈ [kτmin , (k + 1)τmin ], we’ve got

kτmin ≤ t ≤ (k + 1)τmin,

then,
t− τi(t) ≤ kτmin , ∀i = 1, . . . , n.

Let pass to the general case. For each fixed positive number 0 ≤ ϵ ≤ 1, let define the
modified time delay functions τ ϵ

i (t) by

τ ϵ
i (t) := τi(t) + ϵ, t ≥ 0, i = 1, . . . , n. (2.22)

Moreover, we extend the initial data fi to continuous functions f̃i : [−τ ∗ − 1, 0] → H with
the constant τ ∗ given by (2.16). Now, we introduce the next model

U ′
ϵ(t) = AUϵ(t) +∑n

i=1 ki(t)BiU (t− τ ϵ
i (t)) , ∀t ∈ (0,∞),

BiUϵ(t) = f̃i(t), ∀t ∈ [−τ ∗ − 1, 0] ,
Uϵ(0) = U0.

(2.23)

This system has a unique and continuous solution Uϵ(·) ∈ C([0,+∞);H), since τ ϵ
i (t) ≥

ϵ > 0, for each t and i, and as f̃i are continuous functions. The solution satisfying the
following formula

Uϵ(t) = S(t)U0 +
∫ t

0
S(t− s)

n∑
i=1

ki(s)BiUϵ (s− τ ϵ
i (s)) ds, (2.24)
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for all t ≥ 0 and i = 1, . . . , n.
Now, for ϵ1, ϵ2 ≤ 1 and by using (2.24), we have

Uϵ1(t) − Uϵ2(t) =
[
S(t)U0 +

∫ t

0
S(t− s)

n∑
i=1

ki(s)BiUϵ1 (s− τ ϵ1
i (s)) ds

]

−
[
S(t)U0 +

∫ t

0
S(t− s)

n∑
i=1

ki(s)BiUϵ2 (s− τ ϵ2
i (s)) ds

]
,

=
∫ t

0
S(t− s)

n∑
i=1

ki(s)Bi [Uϵ1 (s− τ ϵ1
i (s)) − Uϵ2 (s− τ ϵ2

i (s))] ds,

=
∫ t

0
S(t− s)

n∑
i=1

ki(s)Bi [Uϵ1 (s− τ ϵ1
i (s)) − Uϵ2 (s− τ ϵ1

i (s))] ds

+
∫ t

0
S(t− s)

n∑
i=1

ki(s)Bi [Uϵ2 (s− τ ϵ1
i ) − Uϵ2 (s− τ ϵ2

i (s))] ds,

=
n∑

i=1

∫ t

0
S(t− s)ki(s)Bi [Uϵ1 (s− τ ϵ1

i (s)) − Uϵ2 (s− τ ϵ1
i (s))] ds

+
n∑

i=1

∫ t

0
S(t− s)ki(s)Bi [Uϵ2 (s− τ ϵ1

i ) − Uϵ2 (s− τ ϵ2
i (s))] ds.

Passing by the norm, we obtain

∥Uϵ1(t) − Uϵ2(t)∥ ≤
∥∥∥∥∥

n∑
i=1

∫ t

0
S(t− s)ki(s)Bi [Uϵ1 (s− τ ϵ1

i (s)) − Uϵ2 (s− τ ϵ1
i (s))] ds

∥∥∥∥∥
+
∥∥∥∥∥

n∑
i=1

∫ t

0
S(t− s)ki(s)Bi [Uϵ2 (s− τ ϵ1

i ) − Uϵ2 (s− τ ϵ2
i (s))] ds

∥∥∥∥∥ .
Therefore, by (2.1), we arrive at

∥Uϵ1(t) − Uϵ2(t)∥ ≤
∫ t

0
Me−ω(t−s)

n∑
i=1

|ki(s)| ∥Bi∥ ∥Uϵ1 (s− τ ϵ1
i (s)) − Uϵ2 (s− τ ϵ1

i (s))∥ ds

+
∫ t

0

n∑
i=1

Me−ω(t−s) |ki(s)| ∥Bi∥ ∥Uϵ2 (s− τ ϵ1
i ) − Uϵ2 (s− τ ϵ2

i (s))∥ ds.

Under the assumption (H3), it result

eωt ∥Uϵ1(t) − Uϵ2(t)∥ ≤ M (I1 + I2) , (2.25)

with
I1 :=

∫ t

0
eωs

n∑
i=1

|ki(s)| ∥Bi∥ ∥Uϵ1 (s− τ ϵ1
i (s)) − Uϵ2 (s− τ ϵ1

i (s))∥ ds

and
I2 :=

n∑
i=1

∫ t

0
eωs |ki(s)| ∥Bi∥ ∥Uϵ2 (s− τ ϵ1

i (s)) − Uϵ2 (s− τ ϵ2
i (s))∥ ds.

Let firstly estimate I1, for

σ = s− τ ϵ1
i (s) and φi(s) := s− τi(s) = ϵ1 + σ, (2.26)
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we have,

I1 =
n∑

i=1

∫ t−τ
ϵ1(t)
i

−τϵ1
i (0)

eω(σ+τϵ1
i (s)) ∣∣∣ki

(
φ−1

i (ϵ1 + σ)
)∣∣∣ ∥Bi∥ ∥Uϵ1(σ) − Uϵ2(σ)∥ dσ

1 − τ ′
i(s)

,

Using (2.15) and (2.22), we get

I1 ≤
n∑

i=1

∫ t−τϵ1
i (t)

−τϵ1
i (0)

eω(τi(s)+ϵ1)

1 − ci

eωσ|ki

(
φ−1

i (σ + ϵ1)
)

| ∥Bi∥ ∥Uϵ1(σ) − Uϵ2(σ)∥ ds,

from (2.14) and as ϵ1 ≤ 1, we achieve

I1 ≤
n∑

i=1

∫ t−τ
ϵ1(t)
i

−τϵ1
i (0)

eω(τ̄i+1)

1 − ci

eωσ
∣∣∣ki

(
φ−1

i (σ + ϵ1)
)∣∣∣ ∥Bi∥ ∥Uϵ1(σ) − Uϵ2(σ)∥ ds,

Consequently,

I1 ≤
n∑

i=1

∫ t

−τϵ1
i (0)

eω(τ̄i+1)

1 − ci

eωσ
∣∣∣ki

(
φ−1

i (σ + ϵ1)
)∣∣∣ ∥Bi∥ ∥Uϵ1(σ) − Uϵ2(σ)∥ ds,

which is

I1 ≤
n∑

i=1

eω(τ̄i+1)

1 − ci

∥Bi∥
∫ t

0
eωs

∣∣∣ki

(
φ−1

i (s+ ϵ1)
)∣∣∣ ∥Uϵ1(s) − Uϵ2(s)∥ ds. (2.27)

Secondly, let estimate I2, we have

I2 =
n∑

i=1

∫ t

0
eωs |ki| ∥Bi∥ ∥Uϵ2 (s− τ ϵ1

i (s)) − Uϵ2 (s− τ ϵ2
i (s))∥ ds.

Since Uϵ2(·) ∈ C (R+, H), then it is locally uniformly continuous, for every x ∈ R+there
exists a neighbourhood ϑ ⊂ R+such that, for all ε > 0, there exists δ > 0 such that

|x1 − x2| ≤ δ ⇒ ∥Uϵ1 (x1) − Uϵ2 (x2)∥ ≤ ε,

for all x1, x2 ∈ ϑ. Let take x1 = s− τ ϵ1
i (s) and x2 = s− τ ϵ2

i (s), we obtain

x1 − x2 = τi(s) + ϵ1 − (τi(s) + ϵ2) = ϵ1 − ϵ2.

Then, for a fixed T > 0, we deduce

I2 ≤
n∑

i=1

∫ t

0
ε |ki| ∥Bi∥ eωsds,≤ C (T, ϵ1 − ϵ2) .

So, we get the following estimate

I2 ≤ C (T, ϵ1 − ϵ2) . (2.28)

Now, using (2.27) and (2.28) in (2.25), we conclude

eωt ∥Uϵ1(t) − Uϵ2(t)∥ ≤ M
n∑

i=1

eω(τ̄i+1)

1 − ci

∥Bi∥
∫ t

0
eωs

∣∣∣ki

(
φ−1

i (s+ ϵ1)
)∣∣∣ ∥Uϵ1(s) − Uϵ2(s)∥ ds

+MC (T, ϵ1 − ϵ2) , (2.29)
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Next, applying Lemma 1.1 for

u(t) = eωt ∥Uϵ1(t) − Uϵ2(t)∥ , α = MC (T, ϵ1 − ϵ2)

and
β(s) = M

n∑
i=1

eω(τ̄i+1)

1 − ci

∥Bi∥
∣∣∣ki

(
φ−1

i (s+ ϵ1)
)∣∣∣ ds.

We find

∥Uϵ1(t) − Uϵ2(t)∥ ≤ MC(T, ϵ1 − ϵ2)e
∫ T

0

∑n

i=1
e

ω(τ̄i+1)
1−ci

∥Bi∥eωs|ki(φ−1
i (s+ϵ1))|ds

.

Therefore, we can confirm that for ϵ −→ 0 The functions Uϵ converge locally uniformly
to a function U ∈ C([0,+∞);H) that satisfies 2.19 , and this concludes the proof.

2.2.3 Exponential stability
The next theorm proves that the solution of the problem (P2) is exponentially stable
under a suitable condition on the parameters of the system.

Theorem 2.3. Assume that there exist two constants ω′ ∈ (0, ω) and γ ∈ R such that,
for all t ≥ 0,

M
n∑

i=1

eωτ̄i

1 − ci

∥Bi∥
∫ t

0

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ds ≤ γ + ω′t, (2.30)

Hence, there exists a constant M ′ > 0 such that the solution of (P2) is exponentially
stable, i.e.

∥U(t)∥ ≤ M ′e−(ω−ω′)t, ∀ t ≥ 0. (2.31)

Proof. From the formula of Duhamel, the estimate (2.19) and by(2.1), it follows

∥U(t)∥ ≤ ∥S(t)U0∥ +
∥∥∥∥∥
∫ t

0
S(t− s)

n∑
i=1

ki(s)BiU (s− τi(s)) ds
∥∥∥∥∥ ,

≤ Me−ωt ∥U0∥ +
∫ t

0
Me−ω(t−s)

∥∥∥∥∥
n∑

i=1
ki(s)BiU (s− τi(s))

∥∥∥∥∥ ds,
≤ Me−ωt ∥U0∥ +

∫ t

0
Me−ωt+ωs

n∑
i=1

|ki(s)| ∥BiU (s− τi(s))∥ ds.

So, from (2.14), we deduce

eωt∥U(t)∥ ≤ M ∥U0∥ +M
n∑

i=1

∫ t

0
eωs |ki(s)| ∥BiU (s− τi(s))∥ ds,

≤ M ∥U0∥ +M
n∑

i=1
eωτi

∫ t

0
eω(s−τi(s)) |ki(s)| ∥BiU (s− τi(s))∥ ds.

Now, let consider the following change of variable

φi(s) := s− τi(s) = σ, (2.32)
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for every i = 1, · · · , n. Based on (2.15), we note that φi are invertible functions and we
get ∫ t

0
eω(s−τi(s)) |ki(s)| ∥BiU (s− τi(s))∥ ds

=
∫ t−τi(t)

−τi(0)
eωσ

∣∣∣ki

(
φ−1(σ)

)∣∣∣ ∥BiU(σ)∥ dσ

1 − τ ′
i(s)

,

≤ 1
1 − ci

∫ t−τi(t)

−τi(0)
eωσ

∣∣∣ki

(
φ−1(σ)

)∣∣∣ ∥BiU(σ)∥ dσ.

Otherwise,

eωt∥U(t)∥ ≤ M ∥U0∥ +M
n∑

i=1

eωτi

1 − ci

(∫ 0

−τi(0)
eωs

∣∣∣ki

(
φ−1(s)

)∣∣∣ ∥BiU(s)∥ ds,

+
∫ t−τi(t)

0
eωs

∣∣∣ki

(
φ−1(s)

)∣∣∣ ∥BiU(s)∥ ds
)
,

≤ M ∥U0∥ +M
n∑

i=1

eωτi

1 − ci

∫ 0

−τi(0)
eωs

∣∣∣ki

(
φ−1(s)

)∣∣∣ ∥fi(s)∥ ds

+M
n∑

i=1

eωτi

1 − ci

∫ t−τi(t)

0
eωs

∣∣∣ki

(
φ−1(s)

)∣∣∣ ∥BiU(s)∥ ds,

≤ M ∥U0∥ +M
n∑

i=1

eωτi

1 − ci

∫ 0

−τi(0)
eωs

∣∣∣ki

(
φ−1(s)

)∣∣∣ ∥fi(s)∥ ds

+M
n∑

i=1

eωτi

1 − ci

∫ t

0
eωs

∣∣∣ki

(
φ−1(s)

)∣∣∣ ∥Bi∥ ∥U(s)∥ds. (2.33)

Furthermore, for all t ≥ 0, setting in the case

u(t) := eωt∥U(t)∥,

α := M

(
∥U0∥ +

n∑
i=1

eωτ̄i

1 − ci

∫ 0

−τi(0)
eωs

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥fi(s)∥ ds

)

and
β(t) = M

n∑
i=1

eωτ̄i

1 − ci

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥Bi∥ .

As a result, the inequality (2.33) takes the form

u(t) ≤ α +
∫ t

0
β(s)u(s)ds, ∀t ≥ 0.

From the inequality of Gronwall, see Lemma 1.1, we arrive at

u(t) ≤ αe
∫ t

0 β(s)ds,

for all t ≥ 0. So,
∥U(t)∥ ≤ αe

∫ t

0 β(s)ds−ωt, ∀t ≥ 0.

Similar to the proof of Theorem 2.1 and by considering the condition (2.30), we establish
the exponential stability estimate of the solution in the case of multiple time-varying
delays functions. This completes the proof.
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2.3 Nonlinear evolution equation with multiple time
varying delay

This section is devoted to establish the exponential stability results for a nonlinear model
with a multiple time-varying delays function as before.

2.3.1 Setting problem
Lastly, let consider the next system

(P3) :


U ′(t) = AU(t) +

n∑
i=1

ki(t)BiU (t− τi(t)) + F (U(t)), t ∈ (0,∞),

BiU (t− τi) = fi(t), t ∈ [−τ ∗, 0] ,
U(0) = U0.

As before, we keep that
1. {S(t)}t≥0 is an exponentially stable semigroup in a Hilbert space H generated by

the operator A.

2. The delayed functions τi ∈ W 1,∞
(
R+,R∗

+

)
,∀i = 1, . . . , n satisfy (2.14) and (2.15).

τ ∗ is defined in (2.16).

3. The functions ki : R+ → R are belonging to L1
loc (R+,R), for i = 1, . . . , n.

4. U0 ∈ H, fi ∈ C ([−τ ∗, 0] ;H) , i = 1, . . . , n are the initial data.
In order to state the desired results, let suppose that the functional F is locally Lips-

chitz
(H5) F : H −→ H is a nonlinear locally Lipschitz function, i.e. for each positive constant

r, there exists a positive constant L(r) such that

∥F (U) − F (V )∥H ≤ L(r)∥U − V ∥H , (2.34)

for all U, V ∈ H with ∥U∥H ≤ r, ∥V ∥H ≤ r, moreover, F (0) = 0.

2.3.2 Well posedness
The global existence and uniqueness of solution of system (P3) is given in the next result.
Theorem 2.4. Let assume that

1. There exist ω′ ∈ (0, ω) and γ ∈ R such that (2.30) is satisfied.

2. There exist ρ > 0 and Cρ > 0 with L (Cρ) < ω−ω′

M
.

Then, if U0 ∈ H and fi ∈ C ([−τ ∗, 0] ;H), for i = 1, . . . , n verify

∥U0∥2
H +

n∑
i=1

∫ 0

−τ∗
|ki(s)| · ∥fi(s)∥2

H ds < ρ2, (2.35)

then the problem (P3) has a unique global solution U ∈ C([0,+∞);H) satisfying

∥U(t)∥ ≤ Cρ, ∀t > 0. (2.36)
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Proof. Note that the system (P3) is a nonlinear inhomogeneous Cauchy problem, from
the previous results in the well-poseness of problem (P2) and by using the fact that F
is locally Lipschitz function, the system (P3) admit a unique local solution according to
Theorem 1.16. Under the condition (2.35), we get the global existence by applying the
similar method as in [2]. For more details, we will adopt this method in the applications
part, see 3

2.3.3 Exponential stability
The decay result associated to the problem (P3) is ensuring by the following theorem:
Theorem 2.5. Under the assumptions of Theorem 2.4, there exists a constant M̃ > 0
such that the solution of (P3) satisfy the following estimate of decay

∥U(t)∥ ≤ M̃e−(ω−ω′−ML(Cρ))t, ∀t ≥ 0.
Proof. Starting by Duhamel’s formula which given as follows

U(t) = S(t)U0 +
∫ t

0
S(t− s)

(
n∑

i=1
ki(s)BiU (s− τi(s)) + F (u(s))

)
ds,

for all t ≥ 0. Moreover, as previously, we have

∥U(t)∥ ≤ Me−ωt ∥U0∥ +Me−ωt
∫ t

0
eωs

n∑
i=1

|ki(s)| ∥BiU (s− τi(s))∥ ds

+Me−ωt
∫ t

0
eωs∥F (U(s))∥ds.

Thus, by (2.14), we get

eωt∥U(t)∥ ≤ M ∥U0∥ +M
∫ t

0
eωτ̄ieωs−τi(s)

n∑
i=1

|ki(s)| ∥BiU (s− τi(s))∥ ds

+Me−ωt
∫ t

0
eωs∥F (U(s))∥ds,

Using the same change of variable,
φi(s) := s− τi(s) = σ,

and repeating the same argument in the previous section, we arrive at

eωt∥U(t)∥ ≤ M ∥U0∥ +M
n∑

i=1

eωτ̄i

1 − ci

∫ 0

−τi(0)
eωs

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥fi(s)∥ ds

+M
n∑

i=1

eωτ̄i

1 − ci

∫ t

0
eωs

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥Bi∥ ∥U(s)∥ds

+Me−ωt
∫ t

0
eωs∥F (U(s))∥ds.

From (2.34) and by using the fact that F (0) = 0 and since the solution satisfies (2.36),
we achieve

eωt∥U(t)∥ ≤ M ∥U0∥ +M
n∑

i=1

eωτ̄i

1 − ci

∫ 0

−τi(0)
eωs

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥fi(s)∥ ds (2.37)

+M
n∑

i=1

eωτ̄i

1 − ci

∫ t

0
eωs

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥Bi∥ ∥U(s)∥ds (2.38)

+ML (Cρ)
∫ t

0
eωs∥U(s)∥ds, (2.37)
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for all t ≥ 0. At this position, we set

u(t) := eωt∥U(t)∥,

α := M ∥U0∥ +M
n∑

i=1

eωτ̄i

1 − ci

eωs
∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥fi(s)∥ ds

and
β(t) :=

n∑
i=1

eωτ̄i

1 − ci

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥Bi∥ .

Consequently,

u(t) ≤ α +
∫ t

0
β(s)u(s)ds+ML (Cρ)

∫ t

0
u(s)ds, ∀t ≥ 0.

So,
u(t) ≤ α +

∫ t

0
[β(s) +ML (Cρ)]u(s)ds,

Applying Gronwall’s inequality, see Lemma 1.1, we conclude that

u(t) ≤ αe
∫ t

0 [β(s)+ML(Cρ)]ds.

Finally, by (2.30), we have

∥U(t)∥ ≤ M̃e−(ω−ω′−ML(Cρ))t, ∀t ≥ 0.

with M̃ = αeγ. As L (Cρ) < ω−ω′

M
, we conclude that the solution decays exponentially.
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Chapter 3

Application

In this chapter, we give an abstract semilinear evolution equation with multiple time
varying delays as an application that illustrate the results obtained.

Consider the following second-order evolution equation

utt + Au+ CC∗ut = ∇Ψ(u) +
n∑

i=1
ki(t)DiD

∗
i ut (t− τi(t)) , t ∈ (0,∞), (3.1)

With {
u(0) = u0, ut(0) = u1,
DiD

∗
i ut(t) = fi(t),

t ∈ [−τ ∗, 0] , i = 1, . . . , n , (3.2)

Where

1. A : D(A) → H a positive self adjoint operator with a compact inverse in a real
Hilbert space H (we denote by ∥.∥the norm in H ). Moreover, V the domain of the
operator

√
A = A1/2.

2. ∀i = 1, . . . , n,Wi be real Hilbert spaces and C : W0 → H, Di : H → Wi are bounded
linear operators.

3. The functions ki, τi and the constant τ ∗ are defined as before.

4. The initial data (u0, u1, fi) ∈ V × H × C ([−τ ∗, 0] ; H).

5. The estimates (2.21) and (2.20) are satisfied.

To ensure the well-posedness assumption and the exponential decay estimate of problem
(3.1), we consider the following assumptions:

(A1) The bounded linear operators C : W0 → H and Di : H → Wi satisfy

a∥u∥2
Wi

≤ ∥C∗u∥2
W0

(3.3)

and
∥D∗

i u∥2
Wi

≤ di∥u∥2, (3.4)

for all u ∈ H and i = 1, . . . , l, with appropriate positive constants di and a.
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(A2) Let Ψ : V → R be a functional having a Gâteaux derivative DΨ(u) in every u ∈ V
such that

∀u ∈ V, ∃c(u) ∈ R+ : |DΨ(u)(v)| ≤ c(u)∥v∥, ∀v ∈ V. (3.5)

where DΨ(u) is the Gâteaux derivative of the functional Ψ at u. Thus, Ψ can be
extended to the whole H and we denote by ∇Ψ(u) the unique vector representing
DΨ(u) in the Riesz isomorphism, namely

⟨∇Ψ(u), v⟩ = DΨ(u)(v), ∀v ∈ H.

Moreover, for all r > 0, there exist L(r) > 0 such that

∥∇Ψ(u) − ∇Ψ(v)∥ ≤ L(r)∥
√

A(u− v)∥, (3.6)

for all u, v ∈ V satisfying ∥
√

Au∥ ≤ r and ∥
√

Av∥ ≤ r.
Furthermore, Ψ(0) = 0,∇Ψ(0) = 0, and there exists an increasing continuous func-
tion h such that, ∀u ∈ V ,

∥∇Ψ(u)∥ ≤ h(∥
√

Au∥)∥
√

Au∥. (3.7)

For U := (u, v)T where v = ut, the problem (3.1) can be rewritten as the system (P3)
with operator A is given by

A :=
(

0 1
−A −CC∗

)
.

The Hilbert space H by
H := V × H,

While Bi, i = 1, . . . , n and F are defined as follows

BiU := (0, DiD
∗
i v)T and F (U) := (0,∇Ψ(u))T .

Under the above assumptions on Ψ, it implies that the function F satisfies(2.34) and
F (0) = 0. Moreover, the operator A generates an exponentially stable semigroup S(t)t≥0,
as shown in the next Lemma.

Lemma 3.1. The operator A is the infinitesimal generator of C0-semigroup S(t)t≥0 on
H.

Proof. We will prove that the linear operator A is the infinitesimal generator of C0−

semigroup S(t)t≥0 on H based on the theorem of Lummer-Phillips.
Firstly, A is a dissipative operator. Indeed, for U = (u, v) ∈ H, we got〈

A

(
u

v

)
,

(
u

v

)〉
H

=
〈(

v

−Au− CC∗v

)
,

(
u

v

)〉
H

,

= ⟨v, u⟩V + ⟨−Au− CC∗v, v⟩ ,
= ⟨

√
Av,

√
Au⟩ − ⟨

√
A

√
Au, v⟩ − ⟨C∗v, C∗v⟩ ,

= − ⟨C∗v, C∗v⟩ ,
= − ∥C∗v∥2 ≤ 0.
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Thus, we deduce that A is a dissipative operator.
Secondly, The operator λI − A is surjective, for any λ > 0. Indeed, for all φ =

(φ1, φ2)t ∈ H, there exist U = (u, v)t ∈ H such that

(λI − A)U = φ.

This last is equivalent to {
λu− v = φ1,
λ+ Au+ CC∗v = φ2.

(3.8)

from the first equation in the previous system, we have

v = λu− φ1.

So,
λ (λu− φ1) + Au+ CC∗ (λu− φ1) = φ2,

Consequently,
λ2u+ Au+ λCC∗u = φ2 + λφ1 + CC∗φ1.

For λ = 1, we obtain
u+ Au+ CC∗u = φ2 + φ1 + CC∗φ1, (3.9)

for ϕ ∈ V , we got

< u+ Au+ CC∗u, ϕ >=< φ2 + φ1 + CC∗φ1, ϕ > . (3.10)

Thus, we put
a(u, ϕ) =< u+ Au+ CC∗u, ϕ >

and
b(ϕ) =< φ2 + φ1 + CC∗φ1, ϕ > .

Now, We prove that (3.10) is a continuous and coercive bilinear form.
First, we show that a is bilinear form, ∀α ∈ R,∀u1, u2 ∈ V , then

a (αu1 + u2, ϕ) =< αu1 + u2 + A (αu1 + u2) + CC∗ (αu1 + u2) , ϕ >,

by the linearity of the inner product and the linearity of A and CC∗, we have

α < u1 + Au1 + CC∗u1, ϕ > + < u2 + Au2 + CC∗u2, ϕ >= αa (u1, ϕ) + a (u2, ϕ) ,

Moreover, ∀ϕ1, ϕ2 ∈ V , we have

a (u, αϕ1 + ϕ2) =< (u+ Au+ CC∗u) , (αϕ1 + ϕ2) >,
= α < u+ A + CC∗u1, ϕ1 > + < u+ A + CC∗, ϕ2 >,

= αa (u, ϕ1) + a (u, ϕ2) ,

So, a is bilinear form.
Secondly, a is continuous form, indeed

|a(u, ϕ)| = | < (u+ Au+ CC∗u) , ϕ > | ,
≤ ∥u+ Au+ CC∗u∥ ∥ϕ∥.
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Using the Hölder inequality and as A and CC∗ are continuous operators, we get

|a(u, ϕ)| ≤ ∥u∥∥ϕ∥ + ∥Au∥∥ϕ∥ + ∥CC∗u∥ ∥ϕ∥,
≤ (∥u∥ + ∥A∥u∥ + ∥CC∗∥∥u∥)) ∥ϕ∥,
≤ C∥u∥ϕ∥.

Now, we demonstrate that a is coercive,

a(u, u) =< u, u > + < Au, u > + < CC∗u, u >,

≥ ∥
√

Au∥2 ≥ ∥u∥2
V .

Thus, by applying Lax-Milgram theorem, we conclude that (3.10) has a solution unique
u ∈ V such that, the equation a(u, ϕ) = b(ϕ) is verified, so, there exist U = (u, v)t ∈ H
such that

(λI − A)U = φ.

Otherwise, the operator A is m-dissipative operator. Therefore, according to Theorem
1.13, A is an infinitesimal generator of a C0 semigroup S(t)t≥0 on H.

Remark 3.1. A generates a C0 semigroup S(t)t>0 on H exponentially stable, for some
conditions on the damping operator CC∗, we refer to [4], see also ([6], Ch. 5).

Now, let define the energy functional associated to problem (3.1) as follows, for all
t ≥ 0

E(t) =1
2 ∥ut∥2 + 1

2∥
√

Au∥2 − Ψ(u)

+ 1
2

n∑
i=1

1
1 − ci

∫ t

t−τi(t)

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥D∗

i ut(s)∥2
Wi
ds. (3.11)

We will demonstrate that the problem (3.1) satisfies the well-posedness assumption
and the exponential decay estimate of Theorem 2.5 for small initial data under a suitable
condition between the constant a and the functions ki in (3.3). We need the next lemma.

Lemma 3.2. Assume that ki(t) = k1
i (t)+k2

i (t) with k1
i ∈ L1([0,+∞)) and k2

i ∈ L∞(0,+∞)
for i = 1, . . . , n. Furthermore, assume that∥∥∥k2

i

∥∥∥
∞

≤ 2a
ndi

· 1 − ci

2 − ci

, i = 1, . . . , n. (3.12)

Then, for any solution u of problem(3.1), defined on [0, T ) for some T > 0, and satisfying
E(t) ≥ 1

4 ∥ut(t)∥2 for all t ∈ [0, T ), we have

E(t) ≤ CE(0), ∀t ∈ [0, T ), (3.13)

with
C = e

∑n

i=1 di

∫ +∞
0

(
1

1−ci
|k1

i (φ−1
i (s))|+|k1

i (s)|
)

ds
. (3.14)

Proof. By differentiating the energy functional, we obtain

E ′(t) = ⟨utt, ut⟩ + ⟨Au, ut⟩ − ⟨∇ψ(u), ut⟩ + 1
2

n∑
i=1

1
1 − ci

∣∣∣Ki

(
φ−1

i (t)
)∣∣∣ ∥D∗

i ut(t)∥2
wi

−

1
2

n∑
i=1

1 − τ ′
i(t)

1 − ci

∣∣∣Ki

(
φ−1

i (t− τi(t))
)∣∣∣ ∥D∗

i ut (t− τi(t))∥2
wi
,
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for all t ≥ 0. By using (3.1), we have

⟨utt + Au− ∇ψ(u), ut⟩ =
〈

−CC∗ut +
n∑

i=1
ki(t)DiD

∗
i ut (t− τi(t)) , ut

〉
.

Thus,
E ′(t) = − ∥C∗ut(t)∥2

W0
+

n∑
i=1

ki(t) ⟨D∗
i ut (t− τi(t)) , D∗

i ut(t)⟩

+
n∑

i=1

1
2 (1 − ci)

∣∣∣ki

(
φ−1(t)

)∣∣∣ ∥D∗
i ut(t)∥2

Wi

−
n∑

i=1
,
(1 − τ ′

i(t))
2 (1 − ci)

∣∣∣ki

(
φ−1 (t− τi(t))

)∣∣∣ ∥D∗
i ut (t− τi(t))∥2

Wi
.

According to (2.32), we deduce

E ′(t) = − ∥C∗ut(t)∥2
W0

+
n∑

i=1
ki(t) ⟨D∗

i ut (t− τi(t)) , D∗
i ut(t)⟩

+
n∑

i=1

1
2 (1 − ci)

∣∣∣ki

(
φ−1(t)

)∣∣∣ ∥D∗
i ut(t)∥2

Wi
,

−
n∑

i=1

(1 − τ ′
i(t))

2 (1 − ci)
|ki(t)| ∥D∗

i ut (t− τi(t))∥2
Wi
.

By using the Cauchy-Schwarz’s and Young’s inequality, it result
n∑

i=1
ki(t) ⟨D∗

i ut (t− τi(t)) , D∗
i ut(t)⟩ ≤

n∑
i=1

|ki(t)|
2

[
∥D∗

i ut (t− τi(t))∥2
Wi

+ ∥D∗
i ut(t)∥2

Wi

]
.

Hence,

E ′(t) ≤ − ∥C∗ut(t)∥2
W0

+ 1
2

n∑
i=1

[
1

(1 − ci)
∣∣∣ki

(
φ−1(t)

)∣∣∣+ |ki(t)|
]

∥D∗
i ut(t)∥2

Wi

+ 1
2

n∑
i=1

(
1 − (1 − τ ′

i(t))
(1 − ci)

)
|ki(t)| ∥D∗

i ut (t− τi(t))∥2
Wi
.

By using (2.15), we get

1
2

n∑
i=1

(
1 − (1 − τ ′

i(t))
(1 − ci)

)
|ki(t)| ∥D∗

i ut (t− τi(t))∥2
Wi
< 0.

Then,for all t ≥ 0

E ′(t) ≤ − ∥C∗ut(t)∥2
W0

+ 1
2

n∑
i=1

[
1

(1 − ci)
∣∣∣ki

(
φ−1(t)

)∣∣∣+ |ki(t)|
]

∥D∗
i ut(t)∥2

Wi
.

Using the definition of ki = k1
i + k2

i , we arrive at

E ′(t) ≤ − ∥C∗ut(t)∥2
W0

+ 1
2

n∑
i=1

( 1
1 − ci

∣∣∣k2
i

(
φ−1(t)

)∣∣∣+ ∣∣∣k2
i (t)

∣∣∣) ∥D∗
i ut(t)∥2

Wi

+ 1
2

n∑
i=1

( 1
1 − ci

∣∣∣k1
i

(
φ−1(t)

)∣∣∣+ ∣∣∣k1
i (t)

∣∣∣) ∥D∗
i ut(t)∥2

Wi
.
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From (3.3) and (3.4), we attain

− ∥C∗ut(t)∥2
W0

+ 1
2

n∑
i=1

( 1
1 − ci

∣∣∣k2
i

(
φ−1(t)

)∣∣∣+ ∣∣∣k2
i (t)

∣∣∣) ∥D∗
i ut(t)∥2

Wi

≤ − a ∥ut(t)∥2 + 1
2

n∑
i=1

2 − ci

1 − ci

∥∥∥k2
i

∥∥∥
∞

∥D∗
i ut(t)∥2

Wi
,

≤
n∑

i=1

(−a
n

+ 1
2di

2 − ci

1 − ci

∥∥∥k2
i

∥∥∥
∞

)
∥ut(t)∥2 ,

Under the condition (3.12), we have
n∑

i=1

(−a
n

+ 1
2di

2 − ci

1 − ci

∥∥∥k2
i

∥∥∥
∞

)
∥ut(t)∥2 < 0.

As a result,

E ′(t) ≤ 1
2

n∑
i=1

( 1
1 − ci

∣∣∣k1
i

(
φ−1(t)

)∣∣∣+ ∣∣∣k1
i (t)

∣∣∣) ∥D∗
i ut(t)∥2

Wi
.

By (3.4), we conclude

E ′(t) ≤ 1
2

n∑
i=1

(
di

1 − ci

∣∣∣k1
i

(
φ−1(t)

)∣∣∣+ ∣∣∣k1
i (t)

∣∣∣) ∥ut(t)∥2 .

Integrate the last estimate, we get

E(t) ≤ E(0) +
∫ t

0

1
2

n∑
i=1

(
di

1 − ci

∣∣∣k1
i

(
φ−1(s)

)∣∣∣+ ∣∣∣k1
i (s)

∣∣∣) ∥ut(s)∥2
Wi
ds, (3.15)

From (3.15) and (3.11), we obtain

E(t) ≤ E(0) +
∫ t

0
K(s)E(s)ds,

With
K(t) :=

t∑
i=1

(
di

1 − ci

∣∣∣k1
i

(
φ−1

i (t)
)∣∣∣+ ∣∣∣k1

i (t)
∣∣∣) .

Now, Gronwall’s inequality yields

E(t) ≤ E(0)e
∫ t

0 K(s)ds.

This last implies (3.13) with C defined in (3.14). The proof of Lemma 3.2 is now complete.

Proposition 3.1. Assume that ki(t) = k1
i (t)+k2

i (t), i = 1, . . . , n, where k1
i ∈ L1([0,+∞))

and k2
i ∈ L∞(0,+∞) with (3.12). Then, the system 3.1 satisfies the assumptions of well-

posedness result, Theorem 2.4.

Proof. Initially, we limit our scope to the period [0, τmin],Where τmin represents the con-
stant specified in equation (2.21). At this time, the model can be recast in abstract
form {

U ′(t) = AU(t) +∑n
i=1 ki(t)Gi(t) + F (U(t)) in (0,∞),

U(0) = U0,
(3.16)
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with Gi(t) = (0, fi (t− τi(t))) , i = 1, . . . , n
Let use classical methods from nonlinear semigroup theory to prove the existence of

a unique mild solution defined on a maximal interval [0, δ) where δ ≤ τmin. We aim to
demonstrate that with sufficiently small initial data, the solution extends globally and
adheres to a specific constraint. Although, this approach is inspired by [2], we encounter
additional challenges due to the time-varying nature of ki(·) resulting that the energy
function is not necessary decreasing. Firstly, we note that

if h
(∥∥∥√Au0

∥∥∥) < 1
2 , then E(0) > 0. (3.17)

This deduction stems from the assumption (3.7) concerning the function Ψ, i.e.

|Ψ(u)| ≤
∫ 1

0
|⟨∇Ψ(su), u⟩|ds,

applying Cauchy-Schwarz, we have

|Ψ(u)| ≤
∫ 1

0
∥∇Ψ(su)∥∥

√
Au∥ds,

by (3.7), we get
|Ψ(u)| ≤

∫ 1

0
h(∥

√
Asu∥) ∥

√
Asu∥∥

√
Au∥ds,

≤ ∥
√

Au∥2
∫ 1

0
h(s∥

√
Au∥) s ds.

As s ≤ 1 and h is increasing function, we have

|Ψ(u)| ≤ ∥
√

Au∥2
∫ 1

0
h(∥

√
Au∥) s ds,

≤ ∥
√

Au∥2h(∥
√

Au∥)
∫ 1

0
s ds.

So,
|Ψ(u)| ≤ 1

2h(∥
√

Au∥) ∥
√

Au∥2. (3.18)

Now, from (3.11), we have

E(0) = 1
2 ∥ut(0)∥2 + 1

2∥
√

Au(0)∥2 − Ψ(u(0))

+ 1
2

l∑
i=1

1
1 − ci

∫ 0

−τi(0)

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥D∗

i ut(s)∥2
Wi
ds.

By (3.17) and(3.18), it results

E(0) ≥ 1
2 ∥u1∥2 + 1

2
∥∥∥√Au0

∥∥∥2
− 1

4
∥∥∥√Au0

∥∥∥2

+ 1
2

l∑
i=1

1
1 − ci

∫ 0

−τi(0)

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥D∗

i ut(s)∥2
Wi
ds,

≥ 1
2 ∥u1∥2 + 1

4
∥∥∥√Au0

∥∥∥2

+ 1
2

l∑
i=1

1
1 − ci

∫ 0

−τi(0)

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥D∗

i ut(s)∥2
Wi
ds > 0.
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Let prove that if

h
(∥∥∥√Au0

∥∥∥) < 1
2 and h

(
2C1/2E1/2(0)

)
<

1
2 . (3.19)

where C is the constant defined in (3.14), then, we have

E(t) >1
2 ∥ut(t)∥2 + 1

4∥
√

Au(t)∥2

+ 1
2

l∑
i=1

1
1 − ci

∫ t

t−τi(t)

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥D∗

i ut(s)∥2
Wi
ds, ∀t ∈ [0, δ). (3.20)

Let us prove by contradiction, we consider the supremum r of all s ∈ [0, δ), such that
the equation (3.20) holds true, for all t ∈ [0, s]. We assume that r < δ. As a consequence
of continuity, we have

E(r) ≥ 1
2 ∥ut(r)∥2 + 1

4∥
√

Au(r)∥2

+ 1
2

l∑
i=1

1
1 − ci

∫ r

r−τi(r)

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥D∗

i ut(s)∥2
Wi
ds ≥ 0, (3.21)

Therefore, we infer from (3.21) and (3.13) that

1
4∥

√
Au(r)∥2 ≤ E(r) ≤ CE(0),

∥
√

Au(r)∥2 ≤ 2(E(r)) 1
2 ≤ 2(CE(0)) 1

2 ,

using the fact that h is increasing, we’ve got

h(∥
√

Au(r)∥) ≤ h
(
2E1/2(r)

)
≤ h

(
2C1/2E1/2(0)

)
<

1
2 .

Using(3.18) in the definition of E(r), this gives

E(r) = 1
2 ∥ut(r)∥2 + 1

2∥
√

Au(r)∥2 − Ψ(u(r))

+ 1
2

l∑
i=1

1
1 − ci

∫ r

r−τi(r)

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ · ∥D∗

i ut(s)∥2
Wi
ds,

>
1
2 ∥ut(r)∥2 + 1

4∥
√

Au(r)∥2

+ 1
2

l∑
i=1

1
1 − ci

∫ r

r−τi(r)

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥D∗

i ut(s)∥2
Wi
ds,

contradicting the maximality of r. This implies r = δ.
At this position, let define

ρ := 1
2C1/2h

−1
(1

2

)
. (3.22)

So, (3.19) is satisfied, for all u0 ∈ V, u1 ∈ H, fi ∈ C ([−τ ∗, 0] ,Wi) , i = 1, . . . , n, satisfying

∥∥∥√Au0

∥∥∥2
+ ∥u1∥2 + 1

2

l∑
i=1

1
1 − ci

∫ 0

−τi(0)

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥fi(s)∥2

Wi
ds < ρ2,
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Indeed, this condition implies
∥∥∥√Au0

∥∥∥ < ρ and then, observing that C > 1. Hence, we
conclude

h
(∥∥∥√Au0

∥∥∥) < h(ρ) = h
( 1

2C1/2h
−1
(1

2

))
<

1
2 .

Moreover, from (3.19), we get the estimate

E(0) ≤ 3
4
∥∥∥√Au0

∥∥∥2
+ 1

2 ∥u1∥2

+ 1
2

l∑
i=1

1
1 − ci

∫ 0

−τi(0)

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥fi(s)∥2

Wi
ds < ρ2,

(3.22) gives

h
(
2C1/2E1/2(0)

)
< h

(
2C1/2ρ

)
< h

(
2C1/2

2C1/2

(
h−1(1/2)

))
= 1

2 .

We conclude that (3.19) holds, so(3.20) satisfied. Moreover,

0 <
1
4 ∥ue(t)∥2 + 1

4∥
√
Au(t)∥2

+ 1
4

t∑
i=1

1
1 − ci

∫ t

t−τi(t)

∣∣∣ki

(
φ−1

i (s)
)∣∣∣ ∥D∗

i ut(s)∥2
Wi
ds,

≤ E(t),
≤ CE(0) ≤ Cρ2.

for all t ∈ [0, δ].
By taking the solution at time t = δ as initial datum, we can extend the solution

of problem (3.16). Follow the same argument as before, we may expand the solution to
include the entire interval [0, τmin ], and the solution satisfies

h
(∥∥∥√Au (τmin )

∥∥∥) ≤ h
(
2E1/2 (τmin )

)
≤ h

(
2C̄1/2E1/2(0)

)
<

1
2 ,

where the estimate (3.13) has been applied on the whole interval [0, τmin].
Then on the second interval [τmin, 2τmin}, after we obtain the solution U(·) on the

interval [0, τmin], we may rephrase the problem (3.1) using Gi(t) = (0, DiD
∗
i ut (t− τi(t)))

to put it in the abstract form (3.16). Note that.

for t ∈ [τmin, 2τmin] it results t− τi(t) ≤ τmin) .

To obtain a global solution satisfying (3.13) , we can repeat the same deduction on earh
interval of length τmin .
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Conclusion

This work has presented a systematic analysis of linear and nonlinear abstract, delayed
evolution models. The solution’s global existence and exponential decay estimates have
been established in the case of a single constant delay and multiple time-varying delay
functions based on classical results in the theory of semigroups of nonlinear evolution
equations and undersome conditions on the initial datum. Duhamel’s formula and Gron-
wall’s inequality have played a main role in both results. Moreover, the same results of
existence and stability have been established for a nonlinear abstract, delayed system by
considering a nonlinear source term satisfying some condition of Lipschitz.

Through careful proofs and theoretical setting, we have highlighted the importance of
understanding the relation between system parameters, time delays, and feedback coeffi-
cients in ensuring stability and decay properties.

By giving a second-order abstract semilinear evolution equation with multiple time-
varying delays, we have illustrated the comprehensive analysis presented in this work,
in other words, the decay results of energy together with delayed effects in equations of
evolution.
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