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General Introduction

One of the goals of computer research is to exteadoundaries of what is automatable.
Repetitive, tedious tasks involving large volumésiata are good candidates. These include
the processing of bank checks, the sorting of pastal, the indexing of national archives
(military archives, census forms, library funds;.ptthe indexing of private archives, the
processing of incoming business mails, and so tthoAgh a machine is capable of performing
complex calculations, in which it often exceeds huncapabilities, it is nonetheless limited.
We must still make use of a keyboard in order tm@mnicate with it, a task that is painstaking
for some, or at least unnatural.

For the time being, and although research in ikisl has continued for more than thirty
years, the general solution to the problem of titeraatic reading of cursive writing remains
unknown. It seems, however, that cursive handvgritetognition has an important role to play

in future recognition systems and hence that tbid bf research is still very much relevant.

The automation of this task requires the machinddoable to read the handwriting.
However, the types of writing styles can vary cdesably, depending on the writer. While
reading is a relatively trivial act for a humanistlactivity nevertheless involves complex
processes. Properly recognizing isolated symbaisti€nough.

Studying how a human successfully performs this glemn task could prove useful in
teaching machines how to read handwritten textsickViprimitives are detected during
reading? How do we access the information thatwllas to understand the meaning of a word?
Is the perception of a word constructed from thegyetion of its letters or from the perception
of its general form?

For several years, researchers in the fields ofofpyp neurophysiology, cognitive
psychology and linguistics have studied these gquestand reading models have resulted from
these investigations. Although these models dit¢ste improved and although several of the
theories put forward different points of view, welibve we can take advantage of their
observations to develop a robust system of imagagration of isolated cursive words.

In fact, the primitives detected during reading ¢teatp us make an informed choice of
primitives to be sought as a priority during theagnition process. The problem of lexical
access can also influence the choice of architectoosen for the method developed. However,

most of these reading models have been developaddrinted texts.



Few studies have been done on the mechanisms e@w/aivthe reading of cursive writing.
Their authors conclude that even if the readingu§ive words differs at first sight from the
reading of printed words, once what they call therfnalization of the cursive” is completed,
printed and manuscript words seem to be subjesitridar processing.

Recognition is called “on-line” when dynamic dagacquired during writing. We may think
here of a tablet or an electronic paper where siee writes with a pen. On the other hand, it is

called “off-line” when it comes to recognizing timage of a word obtained with a scanner.

The objective of this essay is to propose a systénmecognition of off-line Arabic
handwriting. This system is based on a struct@girentation method and uses Support Vector
Machines (SVM) in the classification phase.

The first chapter is a reminder of some generatepts of Optical Character Recognition
(OCR). As well as the necessary steps for thezaadn of a system of recognition, and a study
of the OCR and the Arabic language, where we fimdnainder on certain aspects of Arabic
calligraphy, followed by notions of OCR on Arabiciting.

The second chapter is specific to the state oathef segmentation of texts in the general
case. For this purpose, we describe the proces$vat/in the detection of objects in a page,
the segmentation of the text blocks in rows thewand and then in characters. We focus on
the methods used in this type of segmentation.

The third chapter will focus on the classificatioethod, by studying the Support Vector
Machines (SVM) method.

The fourth chapter constitutes our contributiors &n algorithm allowing the segmentation
of Arabic handwritten texts, followed by the teatsl results obtained. We complete the work
with a conclusion on the results obtained with mathod, and finally the prospects of this

work.
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Chapter | Arabic handwriting recognition using local approach

[.1 Introduction

The researchers of the Arabic handwritten chargietrognition expose a domain that extends
quickly and indefinitely, evoked by a place so imgot in the last two decades. This is how the
Arabic characters' recognition is today a concédrose relevance is indisputable by the community
of researchers who have devoted their effortsdoae the constraints and to expand the realm of

the recognition of Arab characters.

A handwriting recognition system should ideallydte, recognize and interpret any text or
number written on a stand of an arbitrarily vamaflality such as maps, forms, calendars,

old manuscripts, etc.

Among the areas of application, we find the posgator for the recognition of the code,
the mailing address and the automatic reading ok shecks; the administrative area for the
electronic management of document workflow; digifataries for document indexing and

finding information; biometrics for identificatioof the writer ... etc..

|.2 Features of the Arabic script

Arabic is a consonantal script that uses an alplud28 letters (Table 1.1), to which we should
add the Hamzas= which is often considered as an additional s#dnThe Hamza «» has a
special spell that depends on grammatical rulesgchwinultiplies the necessary forms to its
representation, since it can be written alone dr thie three vowels' support (alif, waw and ya) of
which it follows the code (Table I.1).

Moreover, the Arabic alphabet includes other adddal characters such a& «@and &».

Thus, several authors consider that the Arabicaddphcontains rather 31 letters instead of 29.
The consideration of the symbol «~»which is writterly to the support of the charactes,«

suggests additional graphics (Table 1.2) [5].
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Name | Initial | Medial | Final Separate | Pronunciation
alif* | L L I see opposite
baa’ s P o e b
taa’ 3 4 a O t
thaa' 5 i} & &y th
jiim - _— = C i
Haa' a a - C H
khaa' A A = C kh
daal® J4 J 4 J d
dhaal* | 3 i 4 3 dh
raa"* J & ) J r
may* | ¥ | 5 50|z
siin o e g L 5
shiin i i o o sh
Saad e S, o ) 5
Daad s -3 uﬂ- ;_jﬂ
Taa' L b b b
DHaa’ L L L L DH
:ain < < & c
ghain 3 A - ﬁ gh
faa' I} Y i 8 f
qaaf a a & T g
kaaf < < | | k
laam J 1 J J L
miim - - - ¢ m
nuun 3 i o J n
haa' A 4+ 4 [ h
waaw 3 5 3 3 w
yaa' 2 ~ & 3 y
on alif i L L [

Table I.1Arabic alphabet in its different forms
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~

Character Isolated End Middle Begin Character Isolated End
Alif +* | L LamAlif Y S
Alif +. ! L LamAlif +~ y L
Alif +° i ‘L LamAlif +* ‘\f ‘>L
Waw +* 3 5 LamAlif +. Y p
Ya+* - L - o Tamabutra 3 C

Table 1.2 Selection of special Arabic characters

Like noise reduction, segmentation, and binarizaamnversion of the input image into a bi-
level image) are performed. As the system shoudd dih a large number of different unknown
writers, the next two blocks normalize the writistyle with the goal to make it more robust
against size, slant, skew, and line width variaiofa word. The next block extracts a number of
features from the normalized word image. An impuarfaecondition for this step is the estimation
of baselines of each word to make the feature etidra more effective. Based on models and
their parameters, which were fixed during an offlimaining process, and a word lexicon,the
recognition process is performed by searching fodefs that fit best with a given feature vector

sequence. The output of the recognizer is one oe mvord hypotheses.

A characteristic feature of the Arabic script is firesence of a horizontal baseline yet known

line of reference or of writing. This is the cadehe characters in the same chain (Figure 1.1)

baseline

® Lower Bound
® Upper Bound
@ Upper Dots
® Lower Dots

Figure 1.1 Example of Arabic script showing the basline
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Certain characters can’t be matched to their geftthey can be only in an isolated or final
position; which give, when they exist, compound agof one or more parties generally called
PAW (Peace of Arabic Word) or pseudo-word. [45] AW corresponds to a chain of one or
more characters (Table 1.3).

3PAW/word 2PAW/word 1PAW/word

x| aNa As

Table 1.3 Example compound words from the right tathe left of 1, 2, 3PAWs

Because of text justification and/or aesthetics, lbrizontal ligatures can be extended by
inserting between characters of the same chainoomeore "madda” (or tatwil) elongations,
corresponding to the symbob«

The elongation is always situated to the left divedeed character. If the elongation line is
associated with a character at the beginning af finsition, the character takes its shape from the
middle and sees its escape increasing the numiresested « madda » (Table 1.3) [5].

At the level of PAW, the insertion of elongationds affects only its width, the morphology
remains the same [6]. Text editors such as Micto®ddrd, insert into the text lines, the

appropriate number of "Madda" for the left-righsiification of an Arabic text.

With 6 maddas With 3 maddas With 1 madda Withoullalaa
-3 3 3 %)
—_ —_ = <

Table 1.4 Example of characters with and without mada

Arabic writing is semi-cursive in its printed forms well as handwritten.

The characters of the same chain (or pseudo-war@shorizontally ligated and sometimes
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vertically (in some fonts two, three and even foo@racters can be ligated verticallygking the

characters's segmentation difficult

. - - * - .
{A‘A‘A.}J {A‘A‘A.}J {A‘A‘A.}J {A‘A‘A.}_A

Table 1.5 Characters that may be vertically ligated
Mandatory ligatures of the letterss {» » #}

Aesthetic ligature among the first 2 lettets: =
Aesthetic ligature among the first 3 lettexss

Moreover, the shape of a character is differeneddmg on its position in the pseudo-words
and even in some cases; according to the phomatiext. In addition, more than half of Arab

characters include in their shape diacritical marks

These marks can be located above or below theatkaraut never up and down simultaneously.

Several characters can have the same body butlaenand / or position of various diacritical

marks.

The Arabic characters may be vowelized. The vowts known as diacritical in certain
documents and short vowels in others, such as4n]pe placed above or below the character. The
vowels are of a later invention to the consonants.

In the ordinary and contemporary Arab, we writeydhe consonants and the long vowels.

The same word with different short vowels can beeustood as verb, noun or adjective.

°

For example« 559» could mean: flag éjs» or known: (él;» or even Teach: @59»
according to its vowelization.

There are 8 signs of vowelization that can be plaebove the writing line, such as
Fat’ha (- ) Dammah ¢), Soukoun §) and Chaddah:] which must be accompanied by one of the
vowelizations: Fat'ha, Dammah or Kasrah, and thbaecan be placed below the line of writing

like Kasrah {=). Also three "Tanween" can be formed from a dotaieha (—), from a double
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Dammabh €) or from a double Kasrah)(

Arabic writing contains a lot of fonts and modefswoiting, so it is sometimes difficult to

separate one word from another, particularly wresspfe write with calligraphy.
Old Kufi )
: )
o - 4 —
Maghrébi
"

v o|v
&5

- o —

ol B3

PN

oL

Figure 1.2 Different Arabic sentences in differentmodels [8]

Naskh
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Furthermore, the cursivity of the Arabic script &lsoa complexity of the characters'
morphology, the elongations of the horizontal ligas as well as vertical combinations of certain
characters constitute the major problems relateti@dreatment of this script especially for the
pseudo-words.

Indeed, these problems result in a considerabléanen various levels including:

» The choice of relevant primitives describing theafaility in the characters' morphology,
knowing that certain topological features are demsto the degradation, particularly the
diacritical marks and the curls.

* The segmentation method in characters or even psgadls (which can be superimposed
especially in the case of the manuscript).

All these issues and many more are accentuatdgkimanuscript's case where other factors
intervene (conditions of writing, fusion diacriticaarks, overlapping pseudo-words, graphics
unequally proportioned ...).

1.3 Different aspects of OCR (Optical Character Reagnition)

There is no universal system for OCR that is sefficto identify any character in any font. It
depends on the type of data processed and obviooslige intended application [9]. There are

several classifying modes for the OCR systems amdmgh we can cite:

"Online" or "offline" qualified systems followinghe acquisition's method. The global and
analytical approaches depending on whether thegsagsas performed over the whole word, or by
the characters' segmentation.

The statistical, structural or stochastic approachkating to features extracted from considered

forms.

The figure 1.3 shows the various dichotomies ofingis type

10
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Figure 1.3 Dichotomy of writing's types [3]
[.3.1 Recognition (On-Line and Off-Line)
These are two different modes of OCR, each withr tbesn acquisition tools and their
corresponding algorithms for recognition.
[.3.1.1 On-line Recognition

This method of recognition takes place in real ti(dering writing). The symbols are
recognized progressively as they are written bydhan

This mode is generally reserved for handwritingjsita "signal” approach in which the
recognition is made on data of one dimension. Titigng is represented as a group of points whose
coordinates are in function of the time [10].

11
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[.3.1.2 Off-line Recognition

Starting after the acquisition, it is appropriate frinted materials and for the already drafted
manuscripts. This mode can be considered as thegaonsral case of the writing's recognition.
It approaches the mode of the visual recognitidre ihformation's interpretation is independent

from the generating source [11].
The offline recognition can be categorized in sa\igpes:

Recognition of text or document analysis: In thstfcase it is the recognition of a text from
limited structure to a few lines or words. The sgsl consists on a simple identification of words

in the lines, then on a cutting of each word irttaracters [9].

In the second case (document analysis), it is &streictured data whose reading requires
the knowledge in typography and in the documerdigepayout. The approach is no longer a
simple pretreatment, but an expert approach ofdeot analysis: there are localization of areas,
separation of graphics and photographic areas, rd@magging of text areas from models,

determination of the reading order and of the damita structure.

Recognition of the printed or of the manuscript:pAgaches differ depending on whether
the recognition of printed or handwritten charagtérhe printed characters are in the general
case horizontally aligned and vertically separatbi; is the reading phase [9]. The characters'

shape is defined by a calligraphic style (font) ebhconstitutes a model for the identification.

In the case of the manuscript, the charactersftea tigated and their graphics is unequally
proportioned, derived from the variability withinédibetween writers. This usually involves the
techniques' use of specific delimitation and fredlyeof the contextual knowledge to guide the

reading [12].
In the case of the printed word, the recognitiom lsea mono-font, multi-font or omni-font:

A system is mono-font if it can recognize only mage font at once, i.e. it knows graphics as

a single font. This is the simplest case of prirdedracters' recognition [13].

12
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A system is multi-font if it is able to recognizéffdrent types of fonts among a set of

previously learned fonts [9].

An omni-font system is able to recognize any fa@nerally without any prior learning.
However, this is practically impossible becauseadhare thousands of fonts, some of which
unreadable by humans (except from its designer)vatida font building software anyone can

design a font in his own way.

In the case of the manuscript, the recognition lsarmono-writer, multi-writer or omni-
writer. The offline handwriting can be classifiedd two categories of writings: cursive and semi-

cursive.

A system is Mono-writer (own to the writer): ittise fact that the system can recognize only
one writing. All these elements influence the shapthe letters (writing bent, curly, rounded,
straight, etc.) and of course on the shape ofuigat sometimes compromising the identification

of boundaries between letters.

A system is said Multi-writer (own handwriting): ig because the system can identify and
recognize the writing for a certain number of wisteA system is said Omni-writer (specific to
any handwriting): it is the fact of reducing théirmation contained in the image to the necessary

minimum to accurately model the structure of chinac[14].
I.4 Approaches for recognition
Two approaches are opposed in the word recognigiobal and analytical.

[.4.1 Global approach

The global approach is based on a unique deseripfithe word's image, seen as an indivisible
entity. Having a lot of information, in fact, thésdrimination of similar words is very difficultna
learning about styles requires a great amountropkss which is often difficult to bring.

1.4.2 Analytical approach

The analytical approach based on a division (setatien) of the word. The difficulty of this

approach was clearly evoked by Sayre in 1973 andeasummarized by the following dilemma:

13
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"to recognize letters, we must segment the line tansegment the line, we must recognize the
letters”. It is followed that a recognition processcording to this approach must necessarily be
conceived as a relaxation process alternating tmesgs of segmentation and of segments

identification. This approach is the only appli@bhe in the case of large vocabulafies.

[.5 Conclusion

In this chapter, we have seen some basicepis of OCR, the main recognition methods in
general, in addition to the main problems encowaktén this area. Then we discussed the different
steps involved in designing a character recognisigstem. Subsequently, we have seen the main
morphological and typographical properties of Acaliriting. The lack of standardization of
typography has shown the complexity of adaptingbfrawriting to modern technological
requirements. In addition, we have seen the majuslems in this field, which are reduced to the
cursivity of writing and the sensitivity of certaitopological characteristics of Arabic to
degradation, in this case diacritical points amapt Thus, Arabic optical character recognition

remains an unresolved task.
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Introduction

The words recognition of a written text consistsdanognizing the different characters making
up these words, which makes the segmentation phagsey important and crucial phase in the
recognition process. It allows having a sequencenafjes representing the different characters
from a source image containing the word to be rezegl.

In this chapter, we will present & explain the #sgof pretreatment as well as the
segmentation methods, for different writings (cexsive or non-cursive).

II.1 Process of recognition

A recognition system generally involves the follogi steps: acquisition, preprocessing,
segmentation, feature extraction, classificatioenéually attended by a post-processing phase.
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Figure 11. 1 General outline of the characters' recognition sysem.
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[1.2 Acquisition

This phase involves capturing an image of a tektguphysical sensors (scanner, camera ...)
and to convert it into digital quantities adaptedthe treatment system, with a minimum of

potential degradation.
[1.2.1 Acquisition phases
It consists of two phases:

» Sampling (digitization) of an image is spatial, by cutting in pixels.
* Quantization (encoding) is a numerical value given to the light intensitys
a gray level, called the dynamics of the image.
This dynamic is given as followd"™2where m is the number of bits, for example: thaygr
level 256 is encoded on 8 bits, the color imageosed on 24 bits (1 byte for each color (R,V,
B))[16].

[1.2.2 Concept of neighborhood
There are distinguished two types of neighborhooaithé field of image processing:
Neighborhood in4: set of pixels 'p' which have eit® in common with the considered pixel.

Neighborhood in8: set of pixels 'p' which have east one connection point with the

considered pixel.

Figure 11.2 Neighborhoods 4 and Neighborhood in 8

[1.3 Pretreatment phase

The pretreatment in preparing the data derived ff@rsensor to the next phase. This is basically
to reduce the superimposed noise to the data ymd keep only the significant information of the
shape shown. The noise may be due to the acgmisitaditions (lighting, incorrect document

formatting ...) or even more to the quality of gmginal document.

Among the pretreatment operations generally usedmay include: the binarization, the
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dilation, the erosion, the skeletonization andrtbemalization (Figure I1.3).

Erosion

3= (—9 Binarization; = l_9 | = l_9

v

Normalization

)\fi \ /) }7 lj :Skeletonizatio p (-9

Figure 11.3 Effects of certain pre-processing operaons.

[1.3.1 Binarization

Binarization is the passage of a color into imalgdined by several gray levels in bitonal image
(composed of two values 0 and 1) allowing a clasgibn between the bottom (image of white

paper) and the shape (lines of carvings and blaatacters).

Several techniques have been developed to convemage to gray scale or color levels, in

a binary image. All these techniques are basedemtinciple of thresholding as shown in the

following equation:

Ip(x,y) = (2.1)

In(X,y) describes the intensity to the "n" gray scateeach point of the image, If (x, y)
represents the intensity at two levels and T ishimarization threshold. If In (x, y) is greater
than the threshold values, we attribute the pix@responding to the value of maximum
intensity (white). Otherwise, the point is consetkrblack and we attribute it the value of

minimal intensity [17].
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For images of gray scale, we can find in [18] & 0§ binarization's methods, offering
adaptive thresholds (egg. adapting to the diffegeay scale’s distribution). The authors in [19]

propose a solution for the images of postal addeess

The threshold's search involves several stagdsnprary binarization based on a distribution of
multimodal mixture, texture's analysis by meanshistograms of lines' length, and threshold's

selection from a decision tree.

_Q.' i
. “.
%gwua a(a?“m
 — :
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N%f\«,ﬂ{,/(h caa.,¢ V%A./Wamm
{ .

Figure 1.4 Example afdaptive binarization [20]

[1.3.2 Transformation by erosion

If a pixel 'p' is black (p (x, y) = 0), and thereeaat least 3 pixels or 7 pixels within 4-
neighbors, or 8-neighbors respectively, which angev(Rieighoor(X,y) =1), then we assign to this
pixel the white color (p (X, y) = 1), i.e. we erahes pixel (This is a linking of one or two pixels

of a related form)17].

Image before «erosion

Image after «erosiom

Figure 1.5 Image processed by erosion

[1.3.3 Transformation by dilatation
It is the opposite of the transformation by erosibra pixel 'p' is white (p (x, y) = 1), and
there are at least 3 pixels or 7 pixels in the eors, or 8-neighbors respectively, which are
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black (Fheighbor(x,y) =0), then we assign to this pixel the blackor (p(x,y)=0).

Image before «dilatation»

Image after «dilatation»

Figure 11.6 Image processed by dilatation

[1.3.4 Morphological opening

It is a combination of operations: erosion follalwby a dilatation of an image with the
same structuring element. For softening the costaimplify the shapes by linking the bumps

while maintaining the overall appearance [17].

S RN |

Figure 11.7 Image processed by Opening

[1.3.5 Morphological closing

This is the opposite of the opening, it consists amn operations’ combination: dilation

followed by an image's erosion of the same strugguelement. It helps to simplify the forms,

(s > B A

Figure 11.8 Image processed by Closing

filling the spaces.
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[1.3.6 Skeletonization of an image

Widely used in the area of 'shape recognition’s thperation consists of transforming a
binary image into a 'skeleton’. The skeleton is ed of infinitely small line widths.
Skeletonization must preserve the image's connsctiln other words, this should neither
separate the related items, nor link the uncondeetements. The aim is to simplify the

character's image to an easier "line" one to haoglieeducing it to the character's outline [21].

Branch points

/NN

Dots

Endpoints

Figure 11.9 Skeletonization of an Imag€1]

There are several skeletonization's techniques @uthigswe mention a tracking technique called
semi-skeletonization. This technique is based emétection for each column of pixels: the poitfits 0

beginning, middle and end of the writing's laydigyre 11.9).

End dots

/

. }
Middle Dots

Start dots

Figure 11.10 Semi-skeletonization technique [2]
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During the scanning, the milieu's extracted pomnts used to calculate the length and the
angle of segment's deviation during treatment, edwerthe endpoints are used to retrieve

information about the segment's shije

11.3.7 Normalization

The discernment's study requires the eliminatiocarfditions which can distort the results
such as the size difference, so, it is necessaagheeve the normalization of the character size.
After this operation, the images of all the chagesiare defined in a matrix of the same size, in

order to facilitate the subsequent treatments.

This action usually introduces slight deformatioims the images. However, certain
characteristic features such as the shaft in cteasé 5 Y for example) can be eliminated

following the normalization, which may lead to cosibns between certain characters[22].

An application should be defined to perform thisktarhis application must be reversible in

order to move from one size to another and to meafterwards.

G:R2 —_—> all colors

(x.y) — color(black/white)

G is defined in the following way:

{G(x, y) = Black if pixel (ul,u2Y) = Black (2.2)

G(x,y) = White Otherwise '

Such as: p1 = (frame width of the character) hiavidth of the normalization)
u2 = (frame height of the character) /r{feaheight of the normalization)

I.4 Segmentation phase

The segmentation is an operation applied to thgeménich consists of subdividing a real scene,
into constituent parts or objects, projecting d segne on a plan. It is the first operation to be
performed in "shapes recognition”. So, it must hewertain number of attributes, representative of

areas that we are searching them to extract, teedodto the individual classification of the points

[6].
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11.4.1 Techniques of the segmentation

There are two techniques to implement the segnemtafhe first, known as implicit

segmentation, and the second is the explicit setgiam
A-Implicit segmentation

The implicit segmentation methods are based oagheaches used in the field of speech, where
the signal is divided into regular time intervaed proceed with a significant over-segmentation of
the passive word's image (or a few pixels). Thisuegs a significant presence's level of the

connection points between considered letters.

Segmentation is performed during the recognitioickvensures its guide. The system searches in
the image for components or groups of graphemesponding to its letters of classes. [23]

Classically, it could be done in two ways:

o Either by windowing: the principle is to use a maywindow of variable width (which
is not easy to determine) in order to find sequerafepotential segmentation's points
that will be confirmed or not by characters' redbgn. It requires two steps: generating
segmentation's hypotheses (points' sequences ettithinthe windowing); the second is
the choice of the recognition's best hypothesiidation).

o Either by research of primitives: it is to detdwo primitives' combinations that will give

the best recognition.
b- Explicit segmentation

This approach, often called dissection, is priorecognition and is not called into question
during the recognition phase. The characters' gssons are determined from the low level of
information contained in the image. These assumsgtishall be final and must be highly

reliable because the segmentation’s slightest ehalenges the eventual processing's totality.

The explicit segmentation’'s approaches are basednaorphological analysis of the handwritten
word to locate points of potential segmentationeyrare particularly suitable to the analysis of the

two-dimensional representation and thus often imstiee systems of words' offline recognition.

Certain explicit segmentation's methods are basedaomathematical morphological
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analysis, exploiting the concepts of regularity asithgularity of the line, analysis of
higher/lower contoursf the word. The potential segmentation's detept@dts are confirmed

using various heuristics [23].
[1.4.2 Segmentation's stages
a- Segmentation of the text into lines

Arabic processing's methods often use the horitoptajection to retrieve the lines.
However, the presence of diacritical marks compdigahis extraction and sometimes leads to
the confusion of lines. [24] This problem occursewhthe spacing is calculated by a simple
average of the different spacing. To correct thisbfem, some authors such as [25] first
identify the different lines of writing, then groubpe text blocks according to their proximity in

relation to the already localized writing lines.

"
b

Tested Word from dabase to extract the Features

0.8 4

0.6 4
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Figure 11.11 Example of a horizontal histogram of aline of text [1].

As for Latin, a fusion of the lines is also possibecause of the poles and the legs.

In case of fusion, an empirical correction methaohsists to first locate the line that
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contains the maximum black pixels [23].

The parts above and below this line are then aedlgn the basis of the black pixel densities

of different lines.

For example, if the fusion took place in the uppeart, the line having the minimum pixel

density in this portion corresponds to the boundmsatyveen the fused lines.
b- Segmentation in Pseudo word (PAW: Peace of ArabiWord)

It is performed by determining the histogram of thextical projections of the different
lines of text. However, this method is not effeetinm the case where the PAWS are vertically
overlapped. In this case, other techniques are siseltl as the determination of the contour, of

the skeleton, or even of related components. Ttlentque's choice is frequently guided by

Figure 11.12 Example of overlapping PAWS respectivly from right to left between «& 6

and «ili»,
B@L;;_J%J

Figure 11.12 Example of segmentationfrom our databae[2]

the analysis method [5].
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c- Segmentation of the line of text into words

In the Arabic OCR, segmentation is often resenadttie extraction of PAWSs, the word is
instead considered in the post-treatment phasprd¥ided) to validate the results or correct
recognition’s errors. In addition, in order to e the problem of wrong word segmentation,
some authors introduce into their systems a swglel at the same time [23].

d-Word segmentation's into characters

The segmentation into characters (or into graphesoajtitutes the most difficult problem
of the Arabic script's recognition. The difficultien this level are of the same type as those
faced during the recognition of the Latin manudcfgursive), but often more complex because
of the forms' diversity of the Arab character, ok tshortest link that exists between the

successive characters, the horizontal ligaturesigation and the vertical ligatures' presence

[5].
I1.5 Extraction phase of characteristics

This is one of the most delicate and importantegdg OCR. The characteristics' types can
be classified into four main groups: structural releteristics, statistical characteristics, global

transformations, and superposition of models amcetagion [29].
[1.5.1 Structural characteristics

The structural characteristics describe a shapéeims of topology and geometry by

providing its local and global properties. Amonggsh characteristics, we may mention:

The lines and the handles in the different diretias well as their sizes.
The endpoints.

The points of intersection.

The curls.

The number of diacritical marks and their positiomelation to the baseline.
The vowelizations and zigzags (Hamza).

The character's height and width.

The shape's category (primary part or diacriticatks, etc.).

O O O 0O 0O o o o

Many other features can be derived, depending agtiven they are retrieved from a curve, a

line or a contour segment.

26



Chapter 11 State of art and pre-treatment of an Arabic word

11.5.2 Statistical characteristics

The statistical characteristics describe a shapgerms of a set of measurements taken from
this shape. The characteristics used for the retogrof Arabic texts are: the zoning (zonning),
the characteristics of locus (loci) and the mom§g2@s.

The zoning consists of superimposing a grid (n xom)character's image and calculate for
each of the resulting areas, the points' averagpeocentage in gray scale, thus giving a

characteristics' vector of size (n x m).

The Loci method is based on the number's calcmaifdhe white and black segments along

a vertical line through the shape, as well as tleeigths [10].
[1.5.3 Global transformations

Obviously, they are based on a global transformatb the image. The transformation
consists in converting the pixel representatioa more abstract representation for reducing the
characters' size, while keeping the maximum infdimmaon the shape to recognize. For

example: the Hough transform, the Fourier transfand the Zernike moments [23].
Zernike moments

The Zernike polynomials were first proposed in 1984e formulation of these moments
seems to be one of the most popular, surpassin@ltemative solutions in terms of noise
resilience, redundancy of the information and rstamtion's opportunities. Several studies

also show the superiority of the Zernike momentsamparison to other approaches [30].

The Zernike moments are constructed using a sebwiplex polynomials which form a

complete orthogonal set defined on the disk unibwi(x2+y2)<1.

m+1

Apn = 7 x Zy I, y) [Vin (x, ¥)] dx dy (2.3)

Where m and n define the order of the moment gpmgy) the grey scale of an image's pixel
I on which we calculate the moment. The Zernikeypomials Vnn (X, y) are expressed in polar
coordinates:
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Viun (1, ©)=Rpyy (r)e 7€ (2.4)

Rn(r) = T4 (-1)* ey T (2.5)

(s ()

WhereR,,(r)is the orthogonal radial polynomial:

The momentsAmn are invariant under rotation, translation and scel@nge (after
normalization of the shape's size).

This representation is invertible; the image camda®nstructed in the following way:

I(xr y) = rlLl—rEo Zg=0 ZmAmann(x':V) (2.6)

The moments' order has a great influence on theeteation of angular information. The
higher the order is, the higher the described amguériations are thin. The figure 1.17

illustrates this point.

(a) original image, (b) reconstruction of order 1@) reconstruction of order 20 (d)

(b) (e) (d)

Figure 11.13 Example of reconstruon from the Zernike descriptors.

reconstruction of order 432].

*

(a)

[1.5.4 Superposition of models (template matchingand correlation

The method of ‘template matching' applied to a fyinenage (in grayscaleor skeletons),
involves using the image of the shape as charatitsrivector to be compared with a model

(template) pixel by pixel in the recognition phaaed a similarity measure is calculated [29].
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I1.6 Classification's phase

The classification in an OCR system consists of tagks: learning and recognition (decision).
At this stage, the characteristics of the previstep are used to identify a character and to assign
it to a reference model [4].

11.6.1 Learning

During this step, it's about to learn to the systeenrelevant properties of the used vocabulary
and to organize it in reference models. The idealld be to teach to the system as many
samples as shapes of different scripts, but thimp®ssible because of the great variability of the
writing that would lead to a combinatorial explasiof representation's models. So the trend is to

replace the number with a better quality of therabi@ristic features [5]

The learning consists of two different conceptajning and adaptation. The training is to
teach to the system the characters' descriptiorrealethe adaptation is used to improve the
system performance by taking advantage of preveoyeriences. Some systems allow the user
to identify a character when they fail to recogntzand they utilize the user's input each time the

character is encountered [34].

The learning process differs depending on whether recognition of printed characters or
manuscripts or recognizing mono-font texts or r¥folit ones. In a general way, there are two types o

learning techniques: supervised and unsupervised.

The learning is called supervised if it is guideg @& supervisor known as teacher. It is
performed during recognition’s preliminary step ioyroducing a large number of reference
samples. The professor indicates in this casedheerof each sample.

The choice of reference characters is handmadel lmasthe application.
The number of samples can vary from a few unitsetceral dozen.

Unsupervised learning or without a teacher is twijole the system an automatic mechanism
which is based on precise rules of grouping to fthd reference classes with a minimal
assistance. In this case, the samples are intrddogethe user into a large number without

indicating their class [36].
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11.6.2 Recognition and decision

The decision is the final step of recognition. Fritra descriptionin parameters of the treated
character, the recognition module searches amangetierence models in the presence, those

which are the nearest to it.

Hereinafter, we present a brief literature revieiwsome discriminative models among the

most famous for handwritten characters' recognition
11.6.3 Bayesian decision

In a modeling approach, we seek a production mp¢e|c; that gives for each class of

these shapes, the distribution of the data assaciaith it. In an approach by discrimination,

we search to approximate the distributjofx|c;) which represents the posterior probability of

the data given the ci class. In practice, thisrmigtion is not always provided [3].

Bayesian decision rule is a key theory in classifom which estimates the posterior probability

from the conditional probability and issue a beinggote of the processed form. It is writte:

P(x|Cy)P(Cy)

P(Cilx) = 250

(2.7)

For k classes, the Bayesian decision seeks tHasd that maximizes the posterior probability.
It is written

c(x)=argmax P(cj |x) (2.8)

The term P(x) is the prior probability of the cass. It is particularly useful if the classes are

not balanced in the sample of considered data.observation's likelihood P(x) is a constant

amount which can be omitted from the decision pgece

[1.6.4 The closest neighbor's method (KPPV)
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The KPPV algorithm assigns an unknown shape tocthss of its nearest neighbor by
comparing the stored shapes in a reference clasecarototypes. It returns the closest K
shapes of the shape to be recognized accordingstmitarity criterion. A decision's strategy
allows to assign the values of trust to each dlagmpetition and to award the most similar

class (depending on the chosen metric) to the umkrshape [5].

This method presents the advantage of being easypiement and provides good results. Its
main disadvantage is related to the classificaitow speed due to the large number of distances

to calculate.

11.6.5 Neural Networks

The neural networks have expanded significantiypkbéao the propagation algorithm of the
gradient for the error attributed to Werbos [37]nkal hart [38] and Le Cun [39]. This
classifier has found application in many areas suach characters' recognition, faces'
recognition, classification of gene expressions, Btis able to infer any function of nonlinear
decision by means of a single layer of hidden nesirand functions of sigmoidal activation
[40].

In OCR, the retrieved primitives on a characteriage (or of the chosen entity) constitute
the network inputs. The activated network outputegponds to the recognized character. The
choice of the network architecture is a compronbiseveen the computational complexity and

the recognition rate [36].

[I.7 Post-processing phase

The objective of the post-processing is to imprthesrate of recognizing words (as opposed
to the character's recognition rate). This phaassiglly implemented as a set of tools related

to the character frequency of occurrence in agtiexicons and other contextual information.

As classification can lead to several possible ihatds, the post-processing aims to make a
selection of the solution by using higher levelsrdbrmation (syntactic, lexical, semantic ...)
[5]. The post-processing is also responsible facking whether the answer is correct (even if

it is only one) based on other information not klde to the classifier.
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[1.8 some work done in this area

The recognition of the Arabic script back to thange70. Since then, several solutions have

been proposed. We present here some recent wodkickaal in this Area.

In [41] Somaya Alma'adeeb et al proposed a recognisystem that is based on HMM
(Hidden Markov Models), which allowed having a rgemion rate of 45.0% without post-

processing.

Mustapha Kadri in [1] presents a complete systenoffliine recognizing the handwritten
Arabic script, using the neural network SPIKE (SN&)pulse) and the separator Vaster Marge
(SVM). The rate of recognition that he gets is 7&@#the SVM method, and 69% for the NSS

method (Modified Newton Method of solving system).

Another AOCR system based on a wavelet compresgawg a rate of 80.0% at the expense

of analysis time [42].

The described system in [43], based on DWT (Theciete Wavelet Transform) has
achieved a recognition rate of approximately 90.08tth a relatively low rate for the
characters in the middle. These results are aldaysmental to the system's speed due to the

use of wavelets.

We find in [44] a system called ASCA (Analysis odriance — simultaneous component
analysis) combined with an existing system RECAMelew Command Assessment of
project), based on morphological analysis of thedigocontour. The topological features of the

text are used to extract morphological rules.

In [2], a segmentation approach applied to Arabandwriting, which allows offline
reconstruction of a similar tracing way to thattive case of on-line. With the use of a semi-
skeletonization technique for the tracking and ¢hkeulation of the characters' characteristics.
With the application of SVM classifier in the cldgstion phase, they reached some

interesting recognition rates in reduced times.
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[1.9 Conclusion

We have presented in this chapter the concept afackers' recognition in a general way,
with an update on the morphological characteristitgshe Arabic script and the aspects of
OCR (Optical character recognition) as well asdtigerent phases of the recognition process.

In the end, we presented some recent work in gié &f Arabic writing's recognition.

We saw that the recursion of the Arabic script shaav complexity of the characters'
morphology. Faced with this problem, there is aessity of a robust modelization and an
effective learning method to take into accounttiad morphological variations of the Arabic

script.

We have also tried to expose the different methaskd in the word segmentation. These
methods have seen much progress in recent yearsou¥atechniques influenced by
developments in areas such as speech recognitidnoarine character recognition have

emerged.
Effective segmentation generally depends on setectirs:

- The nature and quality of the document,
- The acquisition tool (scanner), and
- Pre-processing methods and selected segmentagjoritiams.
For this reason, our choice was oriented towardsthlti-class model SVM (support vector
machines) which is very successful for the resofutf the learning problem in general and of

the OCR in particular. This is the aim of the nexapter.
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[11.1. Introduction

After the pretreatment phase, most OCR systematestiie characters before recognizing
them. This is done during the segmentation. Segnteattext page can be divided into two
steps [1]:

- Decomposition of the page, and

- Segmentation of words.

The decomposition of the page consists in separdtia different elements of the page,
thus producing rows and pseudo words (PAWS) froentéxt blocks [48]. When working
with pages containing different types of objectshsas graphics, mathematical formulas, text
blocks ... etc.

The word segmentation consists in separating tlaeacters of a pseudo word (PAW).
The performance of an OCR system generally dependsw isolated characters [48]. Then,

a classification step is made with the aim of es@yimented character by giving a class label
following the decision of a classifier [46].

[11.1.1 Segmentation Approaches

The methods of segmentation of cursive Latin schipve been studied extensive.
Nevertheless, it is difficult to apply the algoritk and segmentation used for Latin scripts on
Arabic writing.

Segmentation methods for Arabic words can be d¢ladsaccording to five approaches
[47]:

1. The first approach, assumes that the input weoatteady segmented into characters.

2. The second approach consists in segmentingniing word into primitives smaller
than the character.

3. The third approach, segments the input wordchtracters.

4. The fourth approach, considers is the word ¢sggized so that the segmentation or a
sub-module of the recognition module.

5. The fifth approach treats the word without segiaigon.

[11.1.1.1 First approach: isolated characters

The approach is based on isolated characters,aaiitly deals with scripts in isolated
characters. Although, isolated characters areyraredd in Arabic writing, except in a few
words and in mathematical formulas. This Approachnly used for specific cases, and such

systems under a segmentation system that identliesharacters inside the word, before
recognizing it [49].
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[11.1.1.2 Second approach: primitives small than tle character

In the PAW is segmented at all locations appeabdoconnection points. Then, it is
possible that it primitives smaller than characpaints of intersection, points of inflection
and loops. The usual pattern of recognition recoggithe primitives and then combine them
into characters .

This approach is used, for segmentation the twesygn-line descriptions and offline
thinning. It can identify set of connection pointhich can include all points of connection
than to directly identify the segmentation poiniien, it is the position of the decision
according to the a priori knowledge that it posess®articularly, this method is handwriting
recognition characters are ambiguous [48].

[11.1.1.3 Third approach: characters

The character-based approach attempts to correegjgnent a word into characters then
recognize them. So, the segmentation step has lgedbm critical in the process of
recognition. Many of the techniques used in thigrapch is like those used in the previous
approach. Modified to prevent dissection of chamait addition to a part.

There are methods that have a thinned word intcacters by following the line base of
the word, by detecting when the pixels descendvbdlus line [48]. For example, the
proposed IRAC Il system

In [50], segments at the end of a toath:) several teeth (example 3 teeth in the case of
the letter (~) and characters with a single tooth must haveriticad points above or below.
The system examines the points around the toottidoide whether to segment.

Other methods, search for segmentation points atbegbaseline to using vertical
projection histograms. These points are definedlare the histogram falls below a certain
threshold.

Researchers use different methods, because the darecter may have inside several
descents, to prevent breakage of a character ire ti@n one share. For example, some
researchers use heuristic rules that prevent tpmesetation of characters of width less than a
certain value.

Others modify the vertical projection histogram raultiplying each entry by the height
of the column relative to the baseline. This hasdfiect of amplifying the distance from the
baseline so as not to consider the points away fhantbaseline as connection points [50].

[11.1.1.4 Fourth approach: module sub-module segmegation recognition

This approach recognizes the characters of a cteth&ord on the prior segmentation).
Some systems that adopt this method begin at threnee right of a pseudo word and
examine a set of columns (width equal to the closbkaracter) and try to recognize it. If
recognition fails. They repetitively add other awolus, until character recognition. Once a
character is recognized, it is removed from thewsald and the process is repeated [48].
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This type of approach poses a problem when themsyils to know of a character in
any part of the word and especially at the begimrire remainder of the word will not be
treated. The solution is to use a left to righgygered when the system fails to recognize a
character in the middle [48].

[11.1.1.5 Fifth approach: without segmentation

The word is recognized as an entity by the systefrthis approach. Generally, global
comparison techniques are used to compare the wprds to others stored in a database.
However, this approach is limited to the recogmitaf a predefined set of words (example:
computer commands in pen-based computers), anok igractical for general recognition of
rich vocabulary text [48].

After presenting the existing approaches, we ndtat tthe domain of character
segmentation of words is very broad, and thereckgses of methods to be able to scan a
multitude of facets of the calligraphy of writing.

By examining the bibliography concerning the segiagon of characters of writing
Arabic, we found five classes of methods. One clesss the basis of its segmentation the
skeleton of the words of the text, a second usdbeasutline of the words to be segmented
into characters, a third vertical and horizontalj@ction histograms, a fourth class uses the
storages, and a fifth using slippery windows.
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Approach

Principle

Disadvantages

First approach

-used in the case of
Isolated characters.

- cannot be used for
The Arabic script,

- requires a sub system
Segmentation that
Identifies characters to
Within the word.

Second approach

- cutting the PAW into
Smaller primitives
That the character (such as
The features, points
Of intersection, points
Of inflection and loops)
- recognizes
Primitives (for the
Then combine

- it is the role of phase
Classification

Decide which are the
Segmentation points,
Following knowledge to
Priority it possesses.

characters).

Third approach - the word is segmented | - changes to
Correctly in Methods of
characters, Segmentation of

- characters are recognized.

Second approach to
Preventing dissection
Character in addition to a
part.

Fourth Approach

- the word is recognized o
Place (without segmentatio
prior),

- starting at the extreme
Right of a pseudo word and
By examining a

Set of columns

Width equal to the characte
the closest),

- if recognition fails,

He added iteratively

Other columns up to
Recognition of a

character.

N

r

n- if the system fails to

Recognition of

Character in any

What part of the word and
Especially at the beginning
Rest of the word will not be
treaty.

Fifth Approach

- the word is recognized
As an entity, in
Using techniques
Of global comparisons
(To compare the words
Input to other stored

In a database, of

data).

- limited to the
Recognition of

Word set

predefined,

- is not practical for the
General recognition
From text to rich
vocabulary.

Table Ill.1: Summary table of advantages and disadantages of segmentation

approaches.
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[11.1.2 Classification

In the literature, there are a variety of classifisuch as: KPV, Neurons, and MMC ...
etc. Whatever the classifier chooses, the systeracofgnition keeps two important phases:

- Learning, and

- Decision.

Depending on the type of classifier, there is &diénce in terms of characteristic vector,
learning time, execution time or recognition timedahence a variation in classification
certainty [51].

[11.1.2.1 Apprenticeship

In artificial intelligence, learning is representegltwo numerical and symbolic currents -
which exploit respectively statistical and logi¢atmalisms respectively. This is mainly the
numerical aspect that we will consider here [44}jeexamples are represented by a set of
input / output pairs. The goal is to learn a fumietthat corresponds to the examples seen and
that predicts the outputs for the inputs that hasteyet been seen. This requires choosing:

- Good examples,

- The kernel function and the appropriate pararmgétc.

Learning is a crucial phase because decision-malisgits are based on parameters set
during this phase [52].

[11.1.2.2 Decision
To make a classification is to determine a decisiole capable of from external
observations, to assign an object to one of seetaases. The simplest case is to discriminate

two classes [53].

The following table illustrates the recognitionesfor some classifiers and with different
learning sets.

[11.2 Choice and Proposal of Methods

In this section, we will see the proposed segmemanethod, as well as the classifier
chosen for it to be used in our system.

[11.2.1 Proposed Segmentation Approach

We have seen in paragraph I.1 that for the segriemtaf Arabic words it there were
five different approaches. The first approach assuithat the words were already segmented
at the entrance. The second segmented the womgiimitives smaller than the character
and that it was more appropriate to the case ofrtaeuscript. The third segment segmented
the word into characters to recognize them, adofuegrinted character cases. The fourth
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approach recognizes words without prior segmemntatising morphological primitives and
models for comparison. The problem with this apphoia that the definition of the primitives
depended on the size of the characters and thdir idnich limited the number of fonts and
the font sizes. In the fifth approach, whole wondse recognized without segmentation. This
posed the problem of limiting vocabulary.

In this work, we present a simple structural segat@n method that belongs to the
second class of approaches. The principle is siniplescanning the image of the source
PAW (see Figure 111.3) in the reading directiondfr right to left for Arabic) plus another
sweep from bottom to top and following the follogirules:

1. the first segment or the last segment detestethrked as segment bearer of character,

2. a division or merger with a segment marked aseceof a simple character (level 1,
see figure 11.1), eliminates the mark,

3. A division or merger operation with a segmentkad as complex character (level 2),
launches the division into two segment and evatLtite set of segments under processing as
of the level 3 segments, then a character is adxdain

The sequence in Figure 111.2 - lIL.5 illustrategsle steps.

Level 1

SEGEMENTATION
Level 2
BETWEEN SEGEMENTS
Level 3 CHARACTERS

Figure lll.1different levels of features extraction
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J

Figure 111.2: Initial state of the word " 4" a

For each step of the overall scanning cycle, a #isalan cycle from the purpose of
extracting the definition of the points of division Fusion, as shown in the following figure.

Figure Ill. 3 Initial Paw of the word 43
division
U r:l
[ |

Figure lll.4: The PAW "\W" after marking the character-carrying segments.

first character

second character

Figure 1.5 Result after segmentation
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The Extracting Character Characteristics is donedlgulating values giving definition
definitions (segment, segment, character) thatesihe three axes presented in Figure 6.
Then the definitions obtained begin at level 1,imgvcharacteristics of each segment
separately, then the characteristics between Rwggments and finally a description of the
level 3 character (see Figure 111.1).

-

i length

form

Angle

Figure I11.6: Basic axes for characteristic extraction.

The present work does not follow a skeletonizingpathm, but followed very simple,
then:

- No loss of representation information;

- Gain of execution time;

- Great opportunity for effective recognition ofiters, and Styles of writing.

The extracted midpoints are used to calculate duttre scan the length and angle of
deflection of the segment being processed. Doendé are used to extract information about
the shape of the segment.

[11.2.2 Selected classification method

In this work, we have chosen to use an SVM classth have a compromise of choice

between: a characteristic vector of large sizegtiraduce learning, and an execution or
recognition time reasonable, also, a classificatiocuracy is targeted.
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111.3 Why Support Vector Machines (SVM)?

The support vector machine algorithm was developedhe 1990s by the Russian
Vladimir Vapnik. Initially, SVMs were developed as supervised binary classification
algorithm. It is particularly effective in thataan deal with problems involving large numbers
of descriptors, that it provides a single solut{oo local minimum problems as for neural
networks) and provides good results on real problg8].

The algorithm in its initial form consists in seeffia linear decision boundary between
two classes, but this model can be considerabliclesnt by projecting itself into another
space allowing to increase the separability ofdat. We can then apply the same algorithm
in this new space, which results in a non-lineaigien boundary in the initial space [53].

l11.4 Statistical learning and SVM

Since the concept of learning is important, we wiéirt by making a reminder. Learning
by induction leads to conclusions by examining gmeexamples. It is divided into
supervised and unsupervised learning. The cas&®f iS supervised learning. The specific
examples are represented by a set of input / ogi@ius. The goal is to learn a function that
corresponds to the examples seen and that preldectsutputs for the inputs that have not yet
been seen. The entries can be descriptions oftstged the outputs the class of objects given
as input [52].

[11.4.1 Objective of statistical learning

Executing a classification involves determiningezidion rule capable of, from external
observations, assigning an object to one of sevelatses. The simplest case is to
discriminate two classes. In a more formal way, bielass classification amounts to
estimating a function f: x> {+ 1, -1} from a learning set consisting of paf§, Yi), that we
suppose i.i.d. according to an unknown probabdistribution P (X, Y), such as

(Xi, Yi) OX x Y whilei=1 Nxand Y={+1,-1} (3.1)

So that f correctly classifies unknown examples y®t For example, we can assign xt to
the class (+1) if f (Xtp0, and to class (-1) otherwise. The unknown examate assumed to
follow the same probability distribution P (X, 9 those of the learning set. The best function
f is that obtained by minimizing the risk:

R[f] = IL [f(x), y] d P(x, y) (3.2)
Where L denotes a cost function, for example:
L [f(x).y] = (f(x)-y): (3.3)

Unfortunately, the risk (4.2) cannot be directlynimized insofar as the underlying
probability distribution P (x, y) is unknown. Alsae will look for a decision function close
to the optimal one from which we have the learrsegand the function class F to which the
solution f belongs. To do this, we approximate mhi@imum of the theoretical risk by the
minimum of the empirical risk which is written:
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Remplf1 = 3+ iy LA %) (3.4)

It is possible to give conditions to the classifieorder that asymptotically (N»x), the
empirical risk (4.2) converges towards the riskY4However, if there are few examples for
learning (Nx small), there is a risk of over-leaugni(Figure I1.7). To avoid over-learning, we
can restrict the complexity of class F to which dldmgs. Intuitively, a simple decision
function (the simplest class consisting of linaandtions) capable of correctly discriminating
data is preferable to a complex function. To d,thwe introduce a regularization term to
limit the complexity of the functions of F.

00 g 0 ° W ®
L] ‘_. ] ’ ..‘.0.{::’0’.‘0' .0..00:::.’..0:
'O @ ' 0® 9-Jo 00 8,0 e ® P 000, 0
.’ \ L ....l' Oo\ © % .%.IO..\ O‘O g
ST, N8, C e oo 90% %”
2 O h0,0 08, °0F0%0ave ;.00 10 DTS 0800 %0
‘ oM O %0% 9% % 59° 7005 90% G0
o O O 00 000”'w 50 o 0% 00050 50

Figure Il.7: Example of the over-learning problem.

Given a small learning set (left diagram), two disination boundaries (represented by
continuous and discontinuous lines) are possilie. discontinuous line is more complex but
minimizes the empirical risk. Only a larger seeabimples makes it possible to determine the
best of the two decision boundaries. If it is tlgcdntinuous line, then the continuous line is
not sufficiently discriminating (middle pattern)f lthe line is continuous, then the
discontinuous line is not suitableand characterareson learning (right diagram) [53].

[11.4.2 Theory of Vapnik-Chervonenkis

One way to control the complexity of a function sdais given by the Vapnik-
Chervonenkis (VC) theory and the minimization etistural risk principle. Here, the concept
of complexity of the decision function f is expredsy the dimension of VC (denoted h) of
the class of functions F to which f belongs. Roygtile VC dimension measures how many
samples in the learning set can be separated pgsdible classifications from class functions
[53].

Consider a nested family of function classes:
FiO RO ... OF;

With a non-decreasing VC dimension, and f;.. fithe functions minimizing the
empirical risk in each of these classes.

The minimization of the structural risk consisthoosing the class Fi (and the function

fi) so that an upper bound of the generalizatianretan be minimized (for example, by the
following theorem) [53].
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Theorem 1: Let h be the dimension of VC of the fiorcclass F, Remp [f] the empirical
risk defined by (4.2) with the loss function O/& (i [f (xi), yi] Yf (X)) where H denotes the
Heaviside function). For evedp 0 and €F, the inequality limiting the risk

h(ln%+1)—ln(g>
Ny

R[f] = Remp[f] + (3.5)

It is true with a probability of less (&) for Nx> h [12].

This terminal is only an example and similar foratidns have been demonstrated for
other loss functions and other complexity measurgselhe aim here is to minimize the
generalization error R [f] by obtaining a low enigal risk Remp [f] while keeping the
smallest class of functions possible.

The inequality (4.5) reveals two extreme cases:

- A very small class of functions (for example Flys®s the complexity term
(the square root) to rapidly decrease, but the eoaprisk remains high,

- A very large class of functions (for examgflg implies a small empirical risk,
but the term of complexity explodes.

The best class of functions is generally intermedieetween the smallest and the largest,
since we seek a function that best explains tha ddiile preserving a low empirical risk
(Figure 111.8) [53].

Bound on the risk

Confidence interval

Empirical risk
o

h

Figure I11.8: Inequality illustration (4.3) [53].

The increasing curve, called confidence, correspota the upper bound of the
complexity term. The behaviors of the complexitynteand empirical error are clearly
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opposite. Therefore, we search for the best comisminetween complexity and empirical
error [53].

[11.4.3 VC margin and dimension

Suppose for the moment that the samples of thenitegprset are separable by a
hyperplane (Figure 111.8), i.e. we choose decidianctions of the form:

f(x)= w, xU+b (3.6)

The margin is the minimum distance between the &snpf the learning set and the
decision boundary.

It has been shown that for the class of hyperplahesdimension of VC can be bounded
as a function of the margin. The margin can in toenmeasured using the weight vector w:
since we assume that the samples are separabt@nwedefine w and b so that the samples x
closest to the hyperplane satisfy | <W, x>+ | =

Consider now two samples x1 and x2 of differens®és such that we have <w, x1> + b

=+ 1 and <w, x2> + b = -1. The margirthen corresponds to the distance between x1 and x2
measured perpendicular to the hyperplane:

v= w/ W]l x1 —x2 0=2/]j]| (3.7)

The results linking the VC dimension of the claEseparation hyperplanes to the margin
and the length of the weight vector we are respelgtigiven by the following inequalities:

Where R is the radius of the smallest ball encosipgsthe data. Thus, by limiting the
margin of the function class, one can control itsehsion of VC [54].

| 5

~

Figure 111.9: Linear classifier and margin [34].

A linear classifier is defined by a vector normalthe hyperplane w and a bias b: the
decision boundary is {x | <w, x> + b = 0} (continu®line). Each of the two sub-spaces
separated by the hyperplane corresponds to a ckast(x) = sign (<w, x> + b). The margin
of the linear classifier is the minimum distancéwsen the samples of the learning set and
the decision boundary. In the diagram, it is thetafice between the continuous line and the
discontinuous lines [53].
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[11.5. SVM general operating principle

[11.5.1 Basics: Hyperplane, margin and vector suppd

For two classes of given examples, the goal of SigMo find a classifier that will
separate the data and maximize the distance betthese two classes. With SVM, this
classifier is a linear classifier called hyperplane

In the following diagram, we determine a hyperplaviich separates the two sets of
points [52].

O ™~ support vectors
A Y
optimal hyperplane
O
a O
O
. O
O O
O

maximum margin

A H B
>
Figure 111.10: Example of a hyperplane separator [2].

The closest points, which alone are used to deberrtiie hyperplane, are called support
vectors.

It is obvious that there is a multitude of validoleyplane but the remarkable property of
the SVM is that this hyperplane must be optimal. Wik therefore also search among the
valid hyperplanes, that which passes "in the middiethe points of the two classes of
examples. Intuitively, this consists in seeking tksafest >> hyperplane.

Indeed, suppose that an example has not been g gerfectly, a small variation will
not modify its classification if its distance toetthyperplane is large. Formally, this is
equivalent to finding a hyperplane whose maximustagice from the learning examples is
maximal [55].

This distance is called <<margin>> between the fplpae and the examples. The
optimal separator hyperplane is the one that maamthe margin. As we try to maximize
this margin, we will speak of wide margin separaf{&5].

[11.5.2 Why maximize margin?

Intuitively, having a wider margin provides morecgety when classifying a new
example. In addition, if we find the classifier vithe better performance in relation to the
learning data, it is clear it will also be the osléowing the best classification of the new
examples. In the following diagram, the right ssfh®ws us that with an optimal hyperplane, a
new example remains well classified when it falithm the margin. We see on the left side
that with a smaller margin, the example is poedified [52].
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Y & | O Y A
a)
O
"7
| O O
O
+ + O
+ T+
+ ot
>X > X

Figure I1l1.11: a) Hyperplane with low margin, b) Best separator hyperplane [52].

In general, the classification of a new unknownnegke is given by its position with
respect to the optimal hyperplane. In the followthagram, the new item will be classified as

Y a
OO
OOO
o B O
+ T O
4= -
> X

Figure 111.12: Example of a new element classificabn.
[11.5.3 Linearity and non-linearity

Among the SVM models, we find the cases linearlyasable and the cases not linearly
separable. The first ones are the simplest of S\ébhbse they make it easy to find the linear
classifier. In most real problems, there is no fmsdinear separation between the data, the
maximum margin classifier cannot be used becauseris only if the learning data classes
are linearly separable [52].
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A. Linear separation B. Non-linear separation

Class1 ™ Class 1

Support vectors.

2 Hyperplanel
Hyperplane” 7 Class2 APEIFRIE Class 2

D(x):wx+b(,’/

Figure 111.13: a) Linearly separable case, b) Nonthearly separable case [52]

I11.5.4 Nonlinear Case

To overcome the disadvantages of non-linearly sdparcases, the idea of SVM is to
change the data space. The nonlinear transformatitre data can allow linear separation of
the examples in a new space. So, we're going te aahange in size. This new dimension is
called a "re-description space". Intuitively, therder the dimension of the re-description
space, the greater the probability of finding aasafing hyperplane between the examples.
This is illustrated by the following diagram [52]:

Input Space Feature Space

Figure 111.14: Example of changing the data space.
Thus, we have a transformation of a nonlinear sejer problem in the representation

space into a linear separation problem in a lafigaensional re-description space. This non-
linear transformation is performed via a kernelction [52].
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In practice, some families of parametrized kerneictions are known and it is up to the
SVM user to carry out tests to determine which isnigest suited for its application. We can
cite examples of the following cores: polynomiaguSsian, sigmoid and Laplacian [52].

I11.5.5 lllustration of non-linear case transformation: the XOR case

The case of XOR is not linearly separable, if wacplthe points in a two-dimensional
plane, we obtain the following figure:

e
3

Coordinates of points: (0,0); (0.1); (1.0); (1,1)

Figure 111.15: Non-linearly separable case illustrdgion (XOR case) [52].

If we take a polynomial function (x, ¥ (X, Yy, X.y) that passes from a space of
dimension 2 to a space of dimension 3, we obtapradlem in three dimensions linearly
separable:

(0,0)— (0,0,0)

(0.1)— (0.1.0)

(1.0)— (1.0.0)

1,1)— (1,11

Figure 111.16: Changeover from a 2D space to a 3Dpace illustration [52].
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[11.6. Mathematical Foundations

We will detail in the paragraphs below the matheoahtprinciples on which SVM is
based.

[11.6.1 Learning Problem

We are interested in a phenomenon f (possibly retarchinistic) which, starting from a
certain set of inputs x, produces an output yx)f (

The goal is to find the function f from the singleservation of several input-output pairs
{(xi, yi), i =1, ..., n} to "predict" other events

We consider a pair (X, Y) of random variables witliues in X x Y. Only the case Y = {-
1, 1} (classification) is of interest here (we caasily extend to the case card (Y) = m> 2 and
the case Y = A. The joint distribution of (X, Y) isiknown.

Knowing that we observe a sample S = {(X1, Y1§X..,yn)} of n copies independent of
(X, Y), we want to: construct a function h:>¢ Y such that P (h (X)! =Y) is minimal [56].

lllustration:
Find a decision boundary that separates spacéwotoegions (not necessarily related).

Knowing h, we can deduce the classification of tieav points, i.e. find a decision
boundary.

The problem is to find a boundary rather distaobfithe points of different classes. This
is one of the major classification problems withN&/[56].

=Y

Figure 111.17: Border determination problem rather far from the points of different
classes [56].
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Over and under-learning:

If the data is generated by a quadratic model:

The linear model is in a situation of under-leagnin

The high-level model is in a situation of over-lgag (learning by heart).

Therefore, an agreement must be found betweenadigguacy and complexity in order
to be able to generalize.

Over fitting in Classification

=

= =

- Outlier
{

_' A
e~ (= e

1
Figure 111.18: Over and under-learning illustration [56].
I11.6.2 Real-valued classification
R: X — R (set of real numbers). The class is given by the sign of f; H = sign (f).

The error is calculated with P (h (X)! = Y) = P ({X) <0). This gives some idea of
confidence in the classification. Ideally, | Yf (X)is proportional to P (Y | X). Yf (X)
represents the margin of f in (X, Y). The goal asconstruct f and h. We will see how to
achieve this [52].

111.6.2.1 Entries transformation

It may be necessary to transform entries in oroldreat them more easily. X is an given
space of objects. We transform the entries intatorecin a space (feature space) by a
function: ®: X — F; F is not necessarily finite but has a scalar product (Hilbert space). The
Hilbert space is a generalization of the Euclidspace which can have an infinite number of
dimensions. Nonlinearity is treated in this tramsfation, so we can choose a linear
separation (we shall see later how to reduce amearl problem to a classical linear problem)
[52].

Therefore, it is a matter of choosing the optimgldrplane which correctly classifies the
data (where possible) and which is as far as plessdim all the points to be classified.
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4 Optimal

~Valide

\/

Figure 111.19: Example of an optimal hyperplane seach [52].
But the chosen separator hyperplane must have ammaxmargin.
[11.6.2.2 Maximizing the margin

The margin is the distance from the nearest poitiié¢ hyperplane.

\ 4

Figure 111.20: lllustration of the relation between margin, support vector points and
optimal hyperplane [56].

In a linear model (figure above), we have f (x) xw b. The separating hyper plane
(decision boundary) therefore has the equation+xx= 0. The distance from a point to the
plane is given by d (X) = | w.x + b | / || w | Tdiggimal hyper plane is the one for which the
distance to the nearest points (margin) is maximiueb x1 and x2 be the points of different
classes (f (x1) = +1 and f (x2) = -1) (w.x1) + br¥ and ¢.x2) + b = (X1 - x2)) = 2 Hence:
(W/llwl. (X1-x2)) =2/ w|| [56].

Therefore, it can be deduced that maximizing thegmaconsists in minimizing || w ||
under certain constraints which we shall see irfdhewing paragraphs.
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[11.6.2.3 Primal problem
A point (x, y) is well classified if and only if(k)> 0. Since the pair (w, b) is defined with

a multiplicative coefficient, we define f (%) 1. From this we derive (using also the previous
paragraph) the problem of minimization under tHeWaing constraints:

L1 2
min-— ||w
{ 11wl 8)

Vi,yi(x.x;+b) =1
It may be easier to minimize || w || 2 rather tdmectly || w || [57].

[11.6.2.4 Dual Problem

We pass from the primal problem to the dual probleyn introducing Lagrange
multipliers for each constraint.

Here we have a constraint example of learningez une équation ici.
n 1
max Yi_q. @ = Xij 005V VXi. X;

Vi,0<a;<c (3.9
imaia; =0
It is a quadratic programming problem of dimensiofnumber of examples). We define
the following matrix called "hessian matrix": (XX, j which represents the product matrix of
inputs X (Matrix notation allows to solve the preirl in computing in an easier way) [52].
It is shown that if the'; a are solutions of this problem then we have:

wh =Y ayx; (3.10)

Only the a; a corresponding to the closest points are non-2&8f® speak of support
vectors.

Therefore, the associated decision function is:
f) =3 a;yx; . x+b (3.11)

However, there are cases where the entries caneatldssified linearly [55].
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[11.6.3 Nonlinearity (non-separable case / soft magin)

We start from the primal linear problem and weddtrce "spring"” variables to soften the
constraints [55]:

1 2 n .
{mmZHWII +cXi & (3.12)

Vi,yi(x.x; +b) =1 —¢
It is penalized by the exceeding of the constraint.

From this we deduce the dual problem which haséme form as in the separable case
[55]:

1
max Yy, & — 2 Xij @YX X
Vi0<a;<c (3.13)
= aia; =0

The only difference is the upper bound C ondhe

[11.6.3.1 Core function (kernel)

In the linear case, the data could be transformexla space where classification would
be easier. In this case, the most commonly usedeseription space is R (set of real
numbers). It is found that for nonlinear casess tpace is not sufficient to classify the
entries. Therefore, we passe into a space of dneegnsion [56]. With card (F)> d.

Example:

Figure 111.21: lllustration of transition to R3 [56 ]
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The transition inF = R® makes linear separation of data possible. Thezefoe have to
solve:

2
max }iLq a; — EZi.j aiajyl'yj'@(xj)- ®(xj)
Vj,0<a;<c (3.14)
=14y =0

And the solution has the form:

fO) =2z a;yi8(x;). O(x) + b (3.15)

The problem and its solution depend only on théasqgaoduct g(x) x@(x’). Rather than
choosing the non-linear transform: g : X F, wead®a function K: XxX R (real numbers)
called the kernel function.

It represents a scalar product in the intermediepeesentation space. Thus, Kk is linear
(which allows us to reconcile with the linear cadethe preceding paragraphs). Therefore,
this function expresses the distribution of thenegkes in this space k (x, x )& (x) .®@ (X').
When k is well chosen, it is not necessary to dateuthe representation of the examples in
this space to calculate .

Example:

x = (x1,%,) and® (x) = (x2,V2 x,x,, %,2) (3.16)

Let be:

In the intermediate space, the scalar product gives

D(x). D(x) = x7 x + 2x, %, %3 %5 + x5x° (3.17)
= (11 + x2x3)°

= (x.x)?

Therefore, we can calculate g(x) x9(without calculating f: k (x, x ) = (X.X) 2
Therefore, K will represent the kernel for the esponding entries, however it must fulfill
certain conditions [58].

111.6.3.2 Mercer Condition:

A symmetric function k is a kernel if (k (xi, xj)) j is a defined matrix positive. In this
case, there exists a space F and a function fteattk (x, X ) = F (x) x f (X,) [56].
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Problems:

- This condition is very difficult to verify

- It gives no indication for the construction of&o

- It does not make it possible to know @ is.

Examples of kernels:

- Linear k (x, x ") =x. x"'

- Polynomial k (x, x ') = (x, xX") d or (c + x. Xd)

- Gaussiank (x,x)=e || xx"||2/s

- Laplacian k (x,x)=e || x-x"|| 1/s.

It is generally observed that the Gaussian nuderes better results and data groups into
net packets. In practice, simple nuclei are contbifeg in obtaining more complex [56]. In
practice, simple coreare combined to obtain monepdexity.

[11.6.4 Computing time and convergence

[11.6.4.1 Complexity

We will evaluate the complexity (computation tinoé)the SVM algorithm. She does not
depends on the number of inputs to be classifigdrfd the number of training data (n).

We show that this complexity is polynomial in n.
dnxComplexity<dn?
Size of the hessian matrix = n2

Indeed, we must at least browse all elements ohthtix as well as all entries. For a
very large number of learning data, the calculatiom is exploding.

Therefore, SVMs are practical for "small" probleai<Classification [52].
[11.6.4.2 Why SVM works?
The previous kernels which are the most used.,llIftitfe conditions of mercer (easy to

check once one has the kernel). Normally, the oflaember) of the hyperplanes of Rd is
dH=d +1.

Class of margin hyperplanes 1 / || w || Such fhat]]| X c is bounded by: d&Min (R2c,
d) + 1 Where R is the radius of the smallest spepammpassing the training sample S, dH
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may be much smaller than the dimension d of thaitirgpace X; It is therefore always
possible to find one, which is why [52].

[11.7 Areas of application

SVM is a classification method that shows goodgrenince in the resolution of various
problems. This method has shown its effectivenasmany fields of application such as
image processing, text categorization or medicjjmibstics, even on very large data sets.

The realization of an SVM learning program is restlidco an optimization problems
solving in a system of consequent space dimen3iba.use of these programs is mainly to
select a good family of core functions and to adjhe parameters of these functions. These
choices are most often made by a cross validagiomniique, in which the performance of the
system is estimated by measuring it on examplashthae not been used during training.

The idea is to look for the parameters to achievaximum performance. If the
implementation of an SVM algorithm is generally Xxpensive in time, it is necessary to
expect that the search for the best parametersegayre rather long test phases [52].

[11.8 Histogram.

The histogram is a quick way to study the distitnutof a variable. It can be used in
guality management when the data are obtainedglomamufacture.

Examples:

» Diameter of a shaft after machining,

« Hardness of a series of parts after a heat treatmen

» Concentration of an element in the compositionliofya produced by a foundry,
» Mass of food preparation in a can,

« Distribution of the brightness of the pixels inf@opograph.

The histogram is a "visual” tool that allows to etgtcertain anomalies or to make a
diagnosis before starting an improvement procesedun this framework, the histogram is a
"qualitative” tool. To be able to conduct the studythe dispersion of a variable using one or
several histograms, one must have a good knowledghe variable studied. It is also
necessary to know the conditions for collecting diata: measurement frequency, measuring
tool used, possibility of mixing batches, sortirgpability etc.

[11.8.1 Collection of data

The first phase is the collection of data duringnofacturing. This collection can be
carried out either in an exceptional way during #tedy of the variable or by using an
automatic or manual survey made during a contnolezhout as part of the monitoring of the
manufacturing process.

Without it being possible to give a minimum numbtre number of values must be
sufficient. The higher the number of values, theexahe interpretation.
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[11.8.2 Number of classes

The choice of classes, their number and width, ds umivocal. It is appropriate to
consider both the nature of the distribution and ttumber of data points. Often, in an
analysis of this type, classes of identical width ased.

Many suggestions for choosing the number of clasaasbe found in the literature. For
example:

* That of Herbert Sturges (1926), which for N poiatgdata distributed with an

approximately normal distribution, suggests a felasses K obtained with the
following formula:

K=1+log,N ~1+=log;o N (3.18)
Rule of Sturges can be readily consulted in thgsure.

» The alternative to the previous rule is the soechiule of Rule 3 where:

1
K=2N:s (3.19)

The simple choice of the square root:

K =N (3.20)

In any case, since the histogram is a visual tivdg possible to vary the number of
classes. This makes it possible to see the histogvth a different number of classes and
thus find the best compromise that will facilitdabee interpretation. The use of a dedicated
software or, more simply, a spreadsheet facilittssoperation.

[11.8.3 Class Intervals
The (minimum) amplitude w of the histogram is

W = Maximum value— Minimum value.

However, it may be of interest to obtain a more megtul histogram of choosing an
amplitude wider than the minimum amplitude.

H=W/K
The theoretical amplitude h of each class is then:

This value should be rounded to a multiple of #eotution of the measuring instrument
(rounded to excess).
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[11.8.4 Interpretation

The distribution of many industrial parameters ofterresponds to a normal distribution.
The histogram obtained is often compared to th#"pmofile of the normal distribution. This
comparison is visual and although it may be a fygproach, it does not constitute a test of
"normality”. To do this, you must run a test, oeh® most classic of which is Henry's right.

The distribution according to the normal law, ifstextremely frequent, is not systematic.
It will be checked that the distribution does notrespond to a distribution of shape defect
(example: measurement of the excentration in a,tplosition of objects thrown in the
direction of a wall some of which bounce on thidla

Interpretation can, for example, yield the follogiresults:

1. Histogram showing a mixture of two batches.

2. Histogram showing a mixture of two lots but witmear average. In this case,
it is also necessary to vary the number of clagsewerify that this is not a
construction problem.

3. Histogram showing that the batch has been sortécléments for which the
value of the measured parameter was lower wergedele

In the case of a histogram showing a mixture of batches having a different average,
there are cases where the dispersion presentapgpésarance without incriminating a mixture.
This is the case, for example, for the measureroémat cylindrical part but which has an
ovalization-type defect. The two averages thenesgmt the large diameter and the small
diameter. It is the knowledge of the process amd the product that makes this type of
interpretation possible.

[11.9. Otsu Method

In computer vision and image processing, the Otethad is used to perform automatic
thresholding from the shape of the histogram ofithage, or the reduction of a grayscale
image to an image binary. The algorithm assumeghleamage to be binarized contains only
two classes of pixels (the first plane and the pemknd) and then calculates the optimal
threshold separating these two classes so that bheeaclass variance is minimal. The
extension of the original method to multi-levelasinolding is called Multi Otsu method. The
name of this method comes from the name of itsatoit, Nobuyuki Otsu.

[11.9.1. Method

In the Otsu method, the threshold that minimizesatolass variance is sought from all
possible thresholds:

05(t) = w; ()L (t) + w, (a5 (t) (3.21)

The weights M represent the probability of beinghe ith class, each being separated by
a threshold T. Finally, the g are the variancethe$e classes.
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a5 (t) = 0%=03(t) = w1 (1) W2 (O)[ws () — 2 (O] (3.22)

Otsu shows that minimizing the intra-class varianogounts to maximizing the inter-
class variance.

Which is expressed in terms of the probabilitiesclafssw; and the mean of classes
w;which in turn can be updated iteratively. This itkesds to an efficient algorithm.

[11.9.1.1 Algorithm

Calculate the histogram and the probabilities chaatensity level
Define the initialw;(0) and (0)

Browse all possible thresholds t=1.... intensity max

1. Updatev; andu;
2. Calculates? (t)

The desired threshold is the maximag(t).
[11.20 Conclusion

In this chapter, we have tried to present in a Bnapd complete way for segementation,
as well as the concept of learning system introduogeVladimir Vapnik, the support Vectors.
We have given a general vision and a purely Mathiesaf the SVM. This method of
classification is based on the search for a hypagpwhich allows to separate data sets as
well as possible. We have presented the casesllinegparable and non-linearly separable
cases that require the use of kernel function gk space. This method is applicable for
two-class classification tasks, but there are estters for multi class classification.

We then looked at the different fields of applioatilt exists extensions that we have not
presented, including the use of SVM for regressasks, prediction of a continuous variable
as a function of other variables, as is the casegkample, in the prediction of electricity
consumption according to the time of year, tempeeatetc.

The scope of the SVM is therefore broad and reptesa method of interesting
classification.
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Chapter IV Results & discussion

IVV-1. Introduction

In Chapter Ill, we presented the results of themsagation of the handwritten words
(numbers) obtained using local approach. We haweady mentioned that, in proposing this
approach, we sought to consistently segment sewenals without prior knowledge of the
word itself.

The extraction of the parameters of the segmemtasiccarried out in a fully automatic
manner. It consists in extracting the static charatics of the word for each stroke of it,
considering the results presented and the algorlisoussed (SVM)

In chapter 1V, we will carry out the tests to extrthe best settings for recognition.
IV-2. Description of used database

Our database has 1564 unique images for traindhglaases as described below:

Bar Plot of All Classes
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FigurelV .1 Bar plot of all classes
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IV-3. Calculating False Acceptance Rate:

In this study, we have calculated the quantitiesRKFalse Acceptance Rate) and FRR
(False Rejection Rate) for the five individual extied parameters of our SVM kernel

For testing purpose, we have picked 6 picture®ditk processing.

« Achieved Results

We will address the plotted curves (FAR, FRR) alsdi from the combinations of two

type of kernels. In order to finalize the bestiag for our SVM parameters.

—FRR
—|—FAR| ]

EER

] 01 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1
Threshold

FigurelV-2: The FRRsand FARscurvesfor parametersi.
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Parameters I. For (Figure IV-2) , we have used BeriRBF Gamma=0.001 C=10

we deduce that the first parameter has no grelaemée on our approach.

EER =0.473

o 0.1 o2 0.3 04 05 0.6 07 08 09 1
Threshold

FigurelV-3: TheFRRsand FARs curvesfor parametersil.
Parameters II: For (Figure 1V-3) , we have usedn€ér Linear C=1000
We see that our system improved in terms of acgurac

EER=0.224

" [—rRR
i —FAR| ]

EER

04 0.5 0.6 0.7 08 0.9 1
Threshold

FigurelV-4: The FRRsand FARs curvesfor the combination of parameters| &
.
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Parameters | & Il combined: For (Figure IV-4) , inave used Kernel : RBF C=100
We see that our system improved in terms of acgurac

EER=0.215

This observation is the same for the ROC (Recdi@erating Characteristic) curves,
which represent only the figures of the best resoitthe combinations mentioned above.
All scales for the threshold, the equal error (&ER) or the following for FAR and FRR

are normalized in the interval (0.1).
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Figure IV-5: ROC curves for the best combinations of parameters.
EER=0.18 & 0.113 in the respective order

Different Kernel , High Gamma scale which is equal to 1000
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These results show that the error rate with a coatlmn of the three parameters (The
kernel type, The gamma rate e cost of classification aka C) is equal to 11.3% & the

recognition rate is 88.7% better than the combamatif the three first parameters.

IVV-4. Conclusion

In this Chapter we have presented the different yvemeters that can lead to a high
accuracy rate in terms of Arabic handwriting redtign, using two completely different
kernels.

The results of the SVM classification obtained barimproved by
Optimizing the following parameters:

- C and gamma parameters;

- The size of dataset

-The Right kernel Type
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General conclusion

Despite all intensive efforts in the field optigalcognition of writing, no OCR system is
considered to be 100% reliable. But, step by stepge processing scientists try to improve
the scores to achieve better results.

In the case of our study, we presented a structeginentation method that proved to be
efficient in terms of recognition rate. Howeverg tmajor problems influencing the AOCR
research are:

- the lack of standardization of Arabic calligraphy

- the lack of in-depth studies on the classificatmf fonts from the point of view of
calligraphy and body,

- the lack of tools such as dictionaries, databasesstatistics related to Arabic writing.

The solution to these problems would be of sigaiiichelp, both for the simplification of
the AOCR's task and for the validation and porigbdf the products.

Through this work, we hope to have covered muchthef field of research in the
segmentation of Arabic characters and to have iboéd to its evolution, despite the fact that
efforts today are intensifying and each day newelad dealing with this subject are published
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Résumé

La reconnaissance de caractere joue un role tngsriamt dans le monde actuel.
Elle est capable de résoudre des problémes congpiixesndre les activités de
I'nomme plus simple.

La reconnaissance de l|'écriture arabe remonte an&ea 70, depuis plusieurs
solutions ont été proposées. Elles sont aussiesaée celles utilisées pour le
latin.

Le présent travail porte sur une étude concerreadbmaine de reconnaissance
optique de caracteres arabes manuscrits baséaeapproche locale. Une étude
générale sur les systémes de reconnaissanceritai&a éteé développée, puis elle
a été affinée par un intérét particulier a une pltamsidérée comme cruciale dans
le procédé de reconnaissance la phase de segroentati

Nous avons présenté un état de l'art des méthodesegmentation des
caracteresensuite nous avons présenté la lancheetrie domaine de I'OCR, nous
avons soulevé certains problemes de normalisatios técriture arabe.

Aprés que nous ayons une comparaison de méthodeguaentation de caracteres
arabes manuscrits, nous avons proposé une comdribpar un algorithme de
segmentation.

Mots clés: OCR, segmentation, caracteres arabes, pseudopositfraitement,
SVM.



Abstract

Optical Character Recognition (OCR) has a main irole present time. It's capable
to solve many serious problems and simplify hun@ividies. The OCR yields to 70's,
since many solutions has been proposed, but unfately, it was supportive to nothing
but Latin languages.

This work proposes a system of recognition of driné Arabic handwriting. This
system is based on a structural segmentation metidses Support Vector Machines
(SVM) in the classification phase.

We have presented a state of art of the charaségnmentation methods, after that a
view of the OCR area, Also we will address the ralipation problems we went
through.

After a comparison between the Arabic handwrittbaracters & the segmentation
methods, we had introduced a contribution throughgmentation algorithm.

Keywords: OCR, segmentation, Arabic characters, PAW, postgssing, SVM.






Annex

I-Sample of OQur Database ;
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Figure Annex-I Sample of Our database image beforgplitting

The dataset contains 1000 images like the one abareollected it ourselves & used 1000
different volunteers

Each image got split into 16 small ones in orderdntain one word a time, the size of every
iImage was set to be 128 X 128 px
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Figure Annex —Il Sample of Our database image aftesplitting
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Annex

IT —Explaining the main concept of The Script

# Initializing imgs[] list and reading image data
# and appending them to this list.
imgs = ]
for imfile in imfiles:

img = imread(imfile, as_grey = True)

img = preprocessing(img)

imgs.append(np.array(img.reshape(1, imwidth *mheight)))

print('%d images are loaded.'%(len(imgs)))

#Then the Script Proceeds the binarization part

img = imgs[1201]

# (16384) => (128,128)

image_width = 128

image_height = 128

image = img.reshape(image_width, image_height)

plt.figure(num = None, figsize = (3, 3), dpi = 98cecolor = 'w', edgecolor = 'k’)
plt.axis(‘off")

plt.imshow(image, cmap = 'binary')

plt.show()

# Features Extraction

# Number of features = (128/ppc)”2 * orientation
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#So basically the script split the image into 64d&k
ppc = 16
orientation = 9
imfeatures =[]
for img in imgs:
fv = hog(img.reshape(imwidth, imheight), origtidns = orientation,
pixels_per_cell = (ppc, ppc), cellsr fmock = (1, 1),
visualise = False)
imfeatures.append(fv)
hog_features = np.array(imfeatures, 'float64")

print('Features are extracted successfully!”)

#Hog Feature

k =150

x = np.arange(len(hog_features[k]))

y = hog_features|K]

data = {'xx": X, 'yy' : y}

data = pd.DataFrame(data)
plt.plot(hog_features[150])

#SVM

# Initialize the classifier.

# Percentage of data that will be used to testcthssifier.

test_size = 0.30

# Constructing training and testing sets.

train, test, target_train, target_test = train_test split(hog_features, list(labels["labels"]),
test_size = test_size);

# Building SVM classifier

classifier = svm.SVC(kernel = 'linear', probability = False, C = 1)
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train_labels = pd.DataFrame(target_train)
train_labels.columns = ["labels"]
train_labels_name = list(train_labels["labels"].value_counts().index.values)

train_labels_count = list(train_labels["labels"].value _counts().values)

# Plot number of observations in each class andlche see that

# if there is any imbalance in our dataset. crossnfingers

y_pos = np.arange(len(train_labels_name))

plt.barh(y_pos, train_labels_count, align = 'center alpha = 0.5)
plt.yticks(y_pos, train_labels_name)

plt.xlabel('Counts")

plt.title('Bar Plot of Training dataset Labels’)

plt.show()

Extracted Feature Vector for Image 130
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Figure Annex-3 Extracted Feature of an image vectof130]

#Prints the result
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impath_ = 'imgs/test/*.jpg’
imfiles_ = sorted(glob.glob(impath_), key = numeitgort)
imgs_ =]
for imfile in imfiles_:
img = imread(imfile, as_grey = True)
img = preprocessing(img)
imgs_.append(np.array(img.reshape(1, imwidth hemht)))
imfeatures_ =]
forimg in imgs_:
fv = hog(img.reshape(imwidth, imheight), origins = orientation,

pixels_per_cell = (ppc, ppc), cellsr gdock = (1, 1), visualise = False)

imfeatures_.append(fv
hog_features_ = np.array(imfeatures_, 'float64")
pred = classifier.predict(hog_features )
print('Prediction result(s):")
print(pred)

Tested Images :

i) ol s ) o B3

1606.jpg 1608.jpg 1610,jpg 1612,jpg 1614,jpg 1616.jpg
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Results

The Accuracy of the Classifier, Using Cross-Validation
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