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Abstract

Affective computing aims to implement methods and technologies to recognize and synthe-
size human emotions. Understanding human facial expressions is essential to the success of
this new branch of Al

Emotions can be conveyed through various channels, the most prominent are facial expres-
sions, speech, texts and various other physiological signals. This topic has occupied researchers
for a long time due to the difficulty of understanding and categorizing these expressions.

In this work, we explore the different techniques carried out to recognize facial emotions in
videos. We experiment on the AFEW dataset with two models based on deep learning. The
first uses TCNs and the second uses CNNs.

The experience with the first model was very hard since it belongs to recent sequential
models and was not completed due to difficulty of implementation and limited resources. The
second model achieved good accuracy of up to 91%.

Keywords: Facial Emotion recognition, Deep Learning, TCN, CNN, AFEW database.
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Résumé

L’informatique affective vise a mettre en oeuvre des méthodes et des technologies permetant
de reconnaitre et synthétiser les émotions humaines. Bien comprendre les expressions faciales
humaines est un élément essentiel dans la réussite de cette nouvelle branche de I'TA.

Les émotions peuvent étre véhiculées par divers canaux dont les plus prépondérants sont les
expressions faciales, la voix, les textes, et divers autre signaux physiologiques. Ce sujet a occupé
les chercheurs depuis longtemps en raison de la difficulté de comprendre et de catégoriser ces
expressions.

Dans ce travail, nous explorons les différents travaux menés pour reconnaitre les émotions
faciales dans les vidéos. Nous expérimentons deux modéles basés sur 'apprentissage profond.
Le premier utilise les TCN et le deuxiéme les CNN. Les tests ont portés sur I’ensemble de
données AFEW.

L’expérience avec le premier modeéle a été trés dure étant donné qu’il appartient aux mod-
éles séquentiels récents et n’a pas été achevée pour difficulté d’implémentation et limite de nos
ressources. Le deuxiéme modéle a atteint une bonne précision allant jusqu’a 91%.

Mots clés : Reconnaissance des émotions faciales, Apprentissage profond, TCN, CNN,
Base de données AFEW.
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INTRODUCTION

Context and motivation

Today, machines can recognize emotions by analyzing multiple data sources, including human
voice, facial expressions, and body gestures. More beneficial information can be found in
face expressions. Researchers are increasingly describing emotions using various models like
basic model, dimensional model, and Componential Appraisal Model. In basic model, human
emotions are divided into six discrete classes: happiness, sadness, fear, neutral, disgust, and

surprise.

However, dimensional models and Componential Appraisal Model of emotion have greater
expressive power than discrete categories of emotion, but they are more complex and ambigu-
ous. So, it is easier to measure the basic model than to evaluate the dimension model and
Componential Appraisal Model.

Detecting emotions with technology is quite a challenging task, that has been gaining increased
attention due to its applicability to various domains, such as software engineering, health care,
education, and other basic uses in humain daily life. This is what makes studying this field so

important.

Studying and developing methods for identifying feelings is very important in daily life, as they
use them in several areas, for example, in trading through websites, identifying the feelings of
the buyer and providing him with the products he wants.

The topic of emotion recognition through facial expressions goes back to 1862 when Duchenne
was interested in how the muscles in the human face form facial emotions. After,Charles Darwin
in 1872, when he studied facial expressions and body gestures in mammals....etc. To date,

research is still ongoing in this field.
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Goals and approach

Our goal in this work is to use a deep learning model for emotion recognition and classification in
videos because it reduces reliance on feature extraction by using “end-to-end” learning directly
from the input data to the classification result. Also, it has the ability to manage large amounts
of data compared to the classic methods. That’s why we developed a TCN-based model and a
normal convolutional neural network model for emotion recognition with a data set of video .
This set called Acted Facial Expressions In The Wild (AFEW) dataset. It contains the videos
of six basic emotions: anger, disgust, fear, happiness, sadness, surprise and neutrality. We used
python to program this module.

Organization

Besides the present Introduction, this document includes three main chapters:

Chapter 1 introduces some preliminaries and background. It is divided into two sections: The
first introduces the basic concepts of machine learning and deep learning, the second concerns
the psychological part that contain some definitions about emotions and their models, and

various applications of emotion recognition.

Chapter 2 presents the state of the art in facial emotion recognition in video. It overviews the
earlier work in this field, and two adopted approach that are machine learning based approach

and deep learning based approach.

Chapter 3 contains the implementation part with an experiment, we will discuss the obtained

result.

We conclude with a summary and some open directions for further research.



CHAPTER 1

BACKGROUND

1.1 Introduction

Emotions have a significant impact on our daily life, they affect the way we interact with others.
Our choices, our perceptions and the activities that we perform are all ruled by the emotions

we experience at any given time.

Nowadays, with the advancement of technology, people resorts to use it in their dealings with
others, which led to a great interest in the design and improvement of the interaction between

humans and machines.

In this part, we are going to begin with making a brief reminder of the development of artificial
intelligence from its basic techniques to deep learning. After that, we will define the meaning
of emotion and mention the different theories that classify them. Later we will mention the
different reasons that make our subject important by mentioning different areas of use of

emotions.

1.2 Artificial intelligence, Machine learning and Deep learn-

ing

1.2.1 Artificial Intelligence

Artificial intelligence is an old field of computer science concerned with all systems and research
that aim to solve human problems in an automatic and spontaneous way in an attempt to

simulate human intelligence.



Chapter 1. Background 1.2. Machine learning

The term was defined for the first time by a group of computer scientists at the Dartmouth
Conferences in 1956. It is applied when a machine imitates cognitive capacities that people

relate with human minds, such as learning and problem-solving.

After many years, the field reach its limit because the research in Al use a large amount of

data, which need a very long processing time.

To solve that issue, it needs a parallel processing using Graphics Processing Units (GPU) that
also allows a huge memory bandwidth compared to Central Processing Units (CPU) (Ongsulee,
2017).

AT research subjects include the study of: pattern recognition, Natural Language Processing
(NLP), Automatic Reasoning and Game Theory just to name a few, which are essentially rule
based. Later, learning theory was involved and resulted in another philosophy for intelligent
systems called Machine Learning (Ongsulee, 2017).

1.2.2 Machine learning

Machine learning (ML) is a subfield of Al that aims to develop software that are used to solve
a real-world problem with the ability of learning from sample data to construct a model that

can predict the response for new unseen data.

In 1959 Arthur Samuel defined machine learning as the "field of study that gives computers
the ability to learn without being explicitly programmed" (Samuel, 1959). ML is usually di-
vided into three categories according to the tackled problem: supervised learning, unsupervised

learning, and reinforcement learning.

Supervised learning

Supervised learning algorithms are trained using labeled data. That is, a sample set of pairs
input-output. They use patterns to make prediction of the label values on additional unlabeled
data. Supervised methods include: classification and regression, which make use of several
techniques such as Decision Trees, k Nearest Neighbors, Naive Bayes, and Artificial Neural
Networks (Ongsulee, 2017).

Unsupervised learning

In this type of learning, the algorithm receive a set of inputs without them being labeled. In
that sense, the model tries to learn patterns from the data by exploring them. Popular unsuper-
vised learning tasks are: clustering, association discovery, and dimensionality reduction. They
employ many techniques such as: k-means algorithm, Apriori, Principal Component Analysis,
and Singular Value Decomposition. (Spiers, 2016; Ongsulee, 2017)
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Reinforcement learning

This type of learning has three primary components: the learner (an agent), the environment
(everything the learner interacts with), and actions (what the learner can do). The principle
is to reward or punish the agent accordingly to the decisions it took in order to achieve a
goal (Spiers, 2016; Ongsulee, 2017).

ML methods gain a lot of interest due essentially to two main factors. In one hand, the
increasing amount of data available in the world, and in the other because computational
devices have become more powerful and cheaper. But, ML has a primary drawback in the
sense that it requires an ongoing human intervention in many stages: data preparation, feature
selection, and result interpretation. Recently, a more interesting approach has revolutionized
the learning field and the TA scene in general: Deep Learning.

1.2.3 Deep Learning

The emergence of Deep Learning (DL) was linked with the development of artificial neural
networks. It is a subfield of machine learning (also known as deep structured learning, hier-
archical learning or deep machine learning) (Deng and Yu, 2014). One of its most important
characteristics is the use of the hierarchical feature extraction and the unsupervised feature
learning algorithms in the place of handcrafted features selection (Song and Lee, 2013).

Artificial Neural Networks

Artificial neural networks (ANN) are a technology inspired by a biological observation and
a simulation of the activity of the brain and nervous system, exactly the biological neuron.
Figures 1.1 and 77 illustrate the biological and the formal neuron.

After a great deal of research and according to the idea of combining multiple processing
elements into a network which is attributed to McCulloch and Pitts in the early 1940s, the
first and the simplest ANN called perceptron was presented in the research paper of Frank
Rosenblatt in the late 1950 (Walczak, 2019). This architecture is illustrated by Figure 1.3.

The perceptron was a single-layer neural network (SLP). In few years later the multiple layered
perceptrons (MLP) was proposed. DL was concerned specially with more elaborated form of
these multilayered ANN (Spiers, 2016).

Many researches adopted DL, where it has been shown to produce state of-the-art results on
various tasks. Different architectures have been developed and applied such as: Convolutional
Neural Networks (CNN), Recurrent Neural Networks (RNN) and Temporal Convolutional Net-
work (TCN), Auto-Encoder, etc. In the sequel, we will recall briefly the core of a selection of
them.
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> £ ﬁ . s ceboy
Axon X "‘./
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Figure 1.1: Biological neuron (Liu, Figure 1.2: Artificial neuron (Liu,
2020) 2020)
Input layer

Input

Figure 1.3: Simple perceptron (Gupta and Raza, 2019)

Convolutional Neural Networks

Many research was inspired from the biological observation, including the architecture of CNN
which is inspired by the study focused on the organization of the animal visual cortex. It was
presented by Hubel and Wiesel (1964) (Hubel and Wiesel, 1965). CNN was introduced for the
first time in 1998 by Yann LeCun (LeCun et al., 1998).

CNN is a multi-layer neural network that consists of at least one convolutional layer, which
can generate a feature map from the input data using a convolution filter, see for more expla-
nation (Dettmers, 2015).

After every convolutional layer there is an activation function. Next to convolutional layers
there are also pooling layers and fully connected layers. At the end of the network, a linear

classifier computes the network output (Guo et al., 2016).
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Convolution layer: A filter goes all over the input, multiply its elements with original image
matrix, sum up to extract features from the original input. The output is called a feature map.

An example is illustrated in Figure 1.4.

Inputimage Convolution Feature map
Kernel

1 -1 -1
-1 8 -1
1 -1 -1

Figure 1.4: Before and after convolution filter applied to an image (K&lbl, 2017)

Pooling layer: This layer keeps the most important information and remove the rest. It can
reduce the size of the feature map and thus minimize the computation cost. Generally, two
types of pooling are used: max and average, by taking the maximum /average value of the

pooling local area respectively.

Fully connection layer: Connects all features and sends the output value to the classifier.
Softmax layer: Maps the output of multiple neurons to the interval of [0,1] which can be

considered as a probability.

The hole process of a typical CNN process is shown in figure 1.5.

] ] — happy
o 0
o 0 | Anger
0 0
[0}
o 0 —  Sad
0 0
> > | —
0 0
o [0}
""""" Ed 0 0 —
- . . o] (o]
Input data Convolution Max pooling 0 0 —
0 0
l I I—I Output data
Convolutional Layers + Pooling layers Fully connected layers

Figure 1.5: CNN classification process

There are other CNN structures that have proven a good classification ability such as: Alex-
Net, Google-Net, Res-Net, and VGG. These structures have been built and tested in many



Chapter 1. Background 1.2. Deep Learning

important tasks (He et al., 2019).

One of the major restrictions of standard CNN is that they only extract spatial relations of the
input data while the temporal relations of them are neglected if they are part of a sequential
data (Hasani and Mahoor, 2017), such as text, audio, and video. this kind of data is used in
various tasks like speech recognition or time-series prediction which require a system to store
and use context information. (Mallya, 2017).

To overcome this limitation, many architectures have been developed to deal with these aspects,
such as 3D Convolutional Neural Networks (3D-CNN), Recurrent Neural Networks (RNN) and

their multiple variants.

Three Dimensional Convolutional Neural Networks (3D-CNN)

1D CNN can extract only the spectral features from the data, while 2D CNN can extract
spatial features from the input data. However, 3D CNNs can take advantage of both 1D and
2D CNNs by extracting both spectral and spatial features simultaneously from the input data

(Singh et al., 2020).

3D CNNs are formed of 3D convolution throughout the whole architecture. In 3D convolution,
filters are designed in 3D, and channels and temporal information are represented as different
dimensions (Kalfaoglu et al., 2020), a typical architecture of 3D CNN is shown in the figure 1.6
below.

Figure 1.6: Typical architecture of 3D CNN (Singh et al., 2020)

Recurrent Neural Networks

The introduction to recurrent neural network was the discovery of the feedback (closed loop)
connections, which was introduced by Hopfield in 1983. The first and simplest model of RNN

was the Vanilla RNN (VRNN), or sometimes called Elman RNN. VRNN representation is
shown in figure 1.7. The tanh activation function is used in the hidden recurrent layer and
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the activation function for the output layer is selected according to the problem to be solved
(Saud and Shakya, 2020). The operation of vanilla RNN can be expressed mathematically as

below:
H(z) = f(W,h Xt +WyhH, — 1) (1.1)

Where X; is input at time , H; state info at time t.

Wen,Whyn and W, are weight of matrics.

Output Cell

Recurrent Cell Whh

X

Figure 1.7: The architecture VRNN (Saud and Shakya, 2020)

This model has a main problem called vanishing gradient problem, for more understanding
read this paper (Hochreiter, 1998).

Since RNN is used to deal with sequential data, and in order to handle the long-term depen-
dencies and avoiding the vanishing/exploding gradient problem (Yu et al., 2019).

Long Short-Term Memory

The LSTM network is capable of learning long-term dependencies. It is well-suited to classify
and/or predict sequential data. The common architecture of LSTM units is composed of a
memory cell, an input gate, an output gate and a forget gate (Hochreiter and Schmidhuber,
1997), as depicted in Figure 1.8.

Every LSTM cell computes new values of hidden state and cell sate, with the mathematical

formulation is given below.
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[cell]
Cell state /.\ > C(t)

c(t-1) ‘
Input gate ¥
Forget|gate -

Output|gate

Figure 1.8: Architecture of LSTM (Saud and Shakya, 2020)

fi = alx Wy + Hy1Uy) (1.3)
i = a(z WV, + Hi1Uj) (1.4)
o = a(x W, + Hy_1U,) (1.5)
H; = tanh(x,W, + H,_1U,) (1.6)
Cy = aleq * fy + iy % Hy) (1.7)
H; = tanh(C}) * o, (1.8)

Where 7,f and o are input,forget and output respectively .
H and C' are hidden state and memory state respectively.

Many researches have combined two or three model of neural network, such us CNN, RNN
or other types of ANN, to benefit from the advantages of them, and they achieved a good
accuracy.

CNN with RNN

This neural network architecture takes advantage of the construction of convolutional neural
network (CNN) and recurrent neural network (RNN) and joint them together for making
higher results in different tasks. CNN is able to extract temporal or spatial features from data,
but lacks the ability of learning sequential relations. On the other side, RNN is trained for

10
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sequential modelling but incapable to extract features in a parallel way (Wang et al., 2016).
An example of a combined architecture of CNN and RNN is shown in the Figure 1.9.

lae

Xs X Xs X X4

Time

Figure 1.9: An example of a combined architecture of CNN and RNN (Huang et al., 2017)

The idea of combining RNN and CNN network have been used in many tasks, where it has
got better results than prior methods. It has been adopted by many researches: 3D object
classification (Socher et al., 2012), Sentiment analysis (Wang et al., 2016) (Wang et al., 2016),
video copy detection (Hu and Lu, 2018), acoustic scene classification (Bae et al., 2016), Sector
Stock Price Analysis (Zhang et al., 2018), Face Anti-spoofing (Xu et al., 2015).

11



Chapter 1. Background 1.2. Deep Learning

Temporal Convolutional Network

Another neural network architecture was developed to deal with sequence data, called Tem-
poral Convolutional Networks (TCN). While they avoid the drawbacks of CNN and RNN,
TCN outperforms these approaches in many datasets and various recent applications, while
preserving an effective calculation and memory ressources (Bai et al., 2018).

TCN consists of three parts including: causal convolution, dilated convolution and residual
layers. It is based on two major characteristics: The first one is that causal convolution in
the architecture means that there is no information leakage from future to past; secondly, the
architecture can take a sequence of any length and map it to an output sequence of the same
length, just as with an RNN (Feng, 2019).

The difference between standard convolution and causal convolution is the fact that convolu-
tional operation in causal convolution performed to obtain the output at time ¢ does not take
future values as inputs.This means that,using a kernel size k,the output Ot is obtained using
the values of Xy, ), Xy, ),y Xio1, Xi, (Figure 1.10) (Lara — Bentezet al., 2020).

TCNs use one dimensional dilated convolutions that increase the receptive field of the network
without using pooling operations, hence there is no loss of resolution (Yu and Koltun, 2015).

The differences between standard convolutional network, causal convolutional network, and
dilated causal convolutional network are shown in the Figure 1.10.

06 0000000 000000
00 0000 0000
00 00 00

gl [ =T ]
It

(b) Causal convolution block with (¢} Dilated causal convolulion
two layers with kernel size 3. block with two layers with kemel
size 2, dilation rate 2.

{a) Standard convolution block

with two layers with kernel size 3.

Figure 1.10: Differences between (a) standard convolutional network, (b) causal convolutional
network, and (c) dilated causal convolutional network (Lara-Benitez et al., 2020)
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1.3 Emotions and their models

At various times, a person’s face reveals how he or she feels or what is his/her mood. Hu-
mans can produce during communication thousands of facial movements ranging in complexity
and meaning. People’s interactions are influenced by their emotions; even though everyone
intuitively understands emotions, defining them can be difficult because there are some facial
expressions which have similar general shape, yet they convey a different message with varying
degrees of intensity (Singh, 2012).

It is remarkable that the study of emotion has been seriously neglected throughout much
of psychology’s brief history. Ironically, psychologists have been the last to recognize that
emotions lie at the center of human experience (Sloboda and Juslin, 2001).

1.3.1 Definition

As pointed out by Fehr and Russell (Fehr and Russell, 1984), "everyone knows what an emotion
is, until asked to give a definition".

There is not a conclusive definition of emotion, but a few psychologists propose numerous of
them. Among them Paul Ekman who is an American psychologist and teacher emeritus at
the College of California, San Francisco. He may be a pioneer within to ponder of feelings
and their connection to facial expression. He gave the following definition: "emotions are a
process, a particular kind of automatic appraisal influenced by our evolutionary and personal
past, in which we sense that something important to our welfare is occurring, and a set of

"1 Kleinginna

psychological changes and emotional behaviors begins to deal with the situation
and Kleinginna (Kleinginna and Kleinginna, 1981) proposed the following consensual definition:
"Emotion is a complex set of interactions among subjective and objective factors, mediated
by neural/hormonal systems, which can give rise to affective experiences such as feelings of
arousal, pleasure/displeasure; generate cognitive processes such as perceptually relevant effects,
appraisals, labeling processes; activate widespread physiological adjustments to the arousing
conditions; and lead to behavior that is often, but not always, expressive, goal-directed, and
adaptive." This definition is based upon a review of 92 definitions found in textbooks, articles,

dictionaries, and other sources (Sloboda and Juslin, 2001).

A few different theories or models have emerged to categorize and clarify the emotions that
people experience: the basic emotion model, the dimensional model, and the componential

appraisal model.

Thttps: //www.paulekman.com /universal-emotions/
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1.3.2 The Basic Emotion Model

The idea of "basic emotions" dates back to the works of Descartes (1649/1988). However, the
real debate on "emotional basicness" was presented in Darwin book (1872/1998) entitled The

Expression of the Emotions in Man and Animals, which was interpreted by Tomkins in 1962
and 1963 (Yao, 2014)

P. Ekman and his colleagues represented the theoretical proposals of the basic emotion model
in their research on universal recognition of emotion from facial expression. According to their
experiments, judging the static images with facial expressions of human, there are six basic
emotions as shown in the Figure 1.11 that can be recognized universally. These emotions are:
happiness, sadness, surprise, fear, anger, and disgust. From his research the other emotions
(higher level emotions) can be combined from six basic emotions (Yao, 2014)

BT nu:aa:.‘.-'.

ZEP ron:02:2%

Sadness Surprise Fear

Figure 1.11: The six basic emotions (Yao, 2014)

Plutchik coincided with Ekman’s theory and developed the "wheel of emotions" in 1980 shown
in the Figure 1.12. There are eight emotions arranged in opposite pairs (joy and sadness;
anger and fear; disgust and acceptance; surprise and anticipation) with the strength of the
emotions described in distinct colors. According to Plutchik’s research, human beings cannot
experience opposite emotions at the same time. Complex emotions, which could arise from a
cultural condition or association with basic emotion, can be formed by just modifying some
basic emotions. Though some researchers have proposed a different number of basic emotions

14
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which can range from 2 to 18 such as Ortony and Turner in 1990 or Wierzbicka in 1992.

ECSTASY

ADORATION I

LOATHING / GRIEF \ AMAZEMENT

FEAR

DISGUST SADNESS SURPRISE

PENSIVENESS

Figure 1.12: Plutchik’s wheel of emotions (Plutchik, 1982)

The notion of emotional basicness has been criticized, because different researchers have come
up with different sets of basic emotions (Sloboda and Juslin, 2001). The difference is shown in
Table 1.1.

Ortony and Turner in 1990 argued that the view of existing basic emotions can build or explain
all other emotions, and the expression of emotions is not the same as the emotions themselves.
For example, specific facial expressions that are recognized around the world and seem universal
are not linked to emotions, but rather to certain conditions that also elicit emotions (Yao, 2014).
Ekman also reported that there is some confusion from the judgment study of the six basic
emotions. For example, anger and disgust, fear and surprise, Surprise is also confused with
the emotion of interest (Yao, 2014). some authors such as Izard (2011), Levenson (2011),
Panksepp and Watt (2011) state that “pure” basic emotions are rarely experienced by adults
(because they interact with higher order cognitive processes to produce more complex emotional
states (Piorkowska and Wrobel, 2017). Overall, despite some differences, the theories of basic
emotions offer a conceptual framework for future research in the field (Piorkowska and Wrobel,
2017).
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Table 1.1: Selected lists of basic emotions (Sumpeno et al., 2011)

Psycologist Basic emotion

Plutchik Anger, anticipation, trust, disgust joy, fear,

sadness, surprise

Ekman, Friesen, Ellsworth | Anger, disgust, fear, joy, sadness, surprise

Frijda Desire, happiness, interest, surprise, wonder,
SOITOW
[zard Anger, contempt, disgust, distress, fear,

guilt, interest, joy, shame, surprise

James Fear, grief, love, rage

Mowrer Pain, pleasure,

Oatley and Johnson-Laird | Anger, disgust, anxiety, happiness, sadness

1.3.3 The Dimensional Model

Emotions in a dimensional framework can be mapped by two or three variables, such as Valence,
arousal and energy or control. Valence dimension usually represents the positive or negative
degree of the emotion, and the range is from uncomfortable feelings to comfortable feelings.
The arousal dimension represents how excited the emotion is, and it ranges from low to high.
While the energy or control dimension represents the degree of the energy or control over the
emotion (Yao, 2014).

The dimensional approach dates back to Spencer in 1980, cited in the work of Izard in 1977,
the same notion was developed and provided by Wundt in 1897, Woodworth in 1938, and
Schlosberg in 1941 (Sloboda and Juslin, 2001).

Emotion recognition tasks usually uses only two-dimensional model, which is the valence-
arousal model. This model is very intuitive to represent emotions on some continuous scale,
but it will cause a loose of some information. Basic emotions can still be represented in a
dimensional model as a point or an area. But, some of them such as anger and disgust are

hard to distinguish, and some emotions cannot even be described as shown in the figure 77 (Yao,
2014).

The figure 1.13 shows the representation of the six basic emotions in on the Valance Arousal
Dimensional Model.
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High Arousal
B Anger
N
Happiness
Disgust
Negative Valence Pasitive Valence
Surprise
Sad
Low Arousal

Figure 1.13: Basic emotions on the Valance Arousal Dimensional Model (Jerritta et al., 2011)

1.3.4 The Componential Appraisal Model

This model can be seen as an extension of the dimensional model proposed by Scherer and his
colleagues (Scherer and Moors, 2019). He defined emotions as complex, multi-componential,
dynamic process, and there is no limitation on their number. Emotion differentiation of this
model allowed Scherer to model individual differences and emotional disorders. Though, it is
still an open area for emotion recognition with it, because the measurement of emotional states
changing in this model is complicated (Yao, 2014).

Thus, in most of recent emotion recognition research, the basic emotion model is chosen,
because a higher number of dimensions provided by other models cannot be relied upon for
estimation. We will also choose it in our study and try to recognize the six fundamental
emotions in video(Anger, Fear, Disgust, Happiness, Sadness and Surprise).
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1.4 Emotion Recognition

Emotion plays an important role in human beings daily lives. Understanding and recognizing
emotions is an important research area that many researchers work on in recent years using
various methods (Singh and Fang, 2020). They have used many sources including text, speech,
hand, EEG/ECG signals, and body gesture as well as facial expression. Presently, most of the
emotion recognition methods only use one of these sources (Yao, 2014).

Recognizing emotions from facial expressions or recognizing facial emotions is a method that
uses human facial features (eyes, eyebrows, and mouth) to identify feelings, as these features

change during our behavior with others.

The figures: 1.14 to 1.19 shows the change in the features of the human face for the six basic
emotions.

1.4.1 Feature of emotion

Anger

Eyebrows pulled down, upper lids pulled up, lower lids pulled up, merging of lips rolled in, lips
may be tightened.

Anger

* Eyebrows pulled down
* Upper lids pulled up
* Lower lids pulled up

* Margins of lips rolled in

* Lips may be tightened

Figure 1.14: Anger

Fear

With the characteristics below eyebrows pulled up and together, upper eyelids pulled up, mouth
stretched.

18



Chapter 1. Background 1.4. Feature of emotion

Fear

* Eyebrows pulled up and together

* Upper eyelids pulled up

* Mouth stretched

Figure 1.15: Fear

Disgust

Eyebrows pulled down, nose wrinkled, upper lip pulled up, lips loose.
Disgust
* Eyebrows pulled down

* Nose wrinkled
* Upper lip pulled up

* Lips loose

Figure 1.16: Disgust

Happiness

Muscle around the eye tightened, crows feet wrinkles around eyes, cheeks raised, lip corners
raised diagonally.
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Joy

* Muscle around the eyes tightened
¢ "Crows Feet” wrinkles around eyes

* Cheeks raised

* Lip corners raised diagonally

Figure 1.17: Happiness

Sadness

Inner corners of eyebrows raised, eyelids loose, lip corners pulled down.

Sadness

* Inner comers of eyebrows raised

* Eyelids loose

* Lip comers pulled down

Figure 1.18: Sadness

Surprise

Entire eyebrows pulled up, eyelids pulled up, mouth hangs open.

20



Chapter 1. Background 1.4. Facial Action Coding System (FACS)

Surprise

|

* Entire eyebrow pulled up

* Eyelids pulled up

* Mouth hangs open

Figure 1.19: Surprise

There are other emotions such as shame, pride, jealously and guilt. While these emotions are

important ones, they are still not considered part of the basic emotions set.

These features are visually salient points in facial regions, it is called Facial Landmarks (FLs).
Ekman use it to develop the Facial Action Coding System (FACS)

1.4.2 Facial Action Coding System (FACS)

FACS is a system developed by Ekman and Friesen (Ekman, 1977) based on facial muscle
changes for describing facial expressions by action units (AUs). Facial action units (AUs)
code the fundamental actions (46 AUs) of individual or groups of muscles that are typically
observed when a facial expression produces a particular emotion (Tian et al., 2001). Figure 1.20
illustrates some examples.Any facial emotions can be uniquely described by a combination of
AUs. See Table 1.2 for a summary.

AUT AU2 AU5 AU9 AU15  AU23  AU2S  AU27

Figure 1.20: Some examples of AUs (upper and lower face) adapted from (Ko, 2018)

Table 1.2 shown the typical AUs seen in each of the basic and compound emotion categories.
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1.5. APPLICATIONS

Table 1.2: The prototypical AUs observed in basic and compound emotion category, proposed

in (Fabian Benitez-Quiroz et al., 2016)
Category AUs Category AUs
Happy 12,25 Sadly disgusted 4,10
Sad 4,15 Fearfully angry 4,20,25
Fearful 1,4,20,25 Fearfully suprd 1,2,5,20,25
Angry 4,724 Fearfully disgd 1,4,10,20,25
Surprised 1,2,25,26  Angrily surprised 4,25,26
Disgusted 9,10,17 Disgd.surprised 1,2,5,10
Happily sad 4,6,12,25 Happy fearful 1,2,12,25,26
Happily suprd. 1,2,12,25 Angrily disgusted 4,10,17
Happily disgd. 10,12,25 Awed 1,2,5,25
Sadly fearful 1,4,15,25 Appelled 4,9,10
Sadly angry 47,15 Hatred 47,10
Sadly surprised 1,4,25,26

1.5 Applications

Recognizing emotions and use it in many domains is a part of affective computing, which was
defined by Rosalind Picard (Picard, 1999). This part presents some applications in many areas
of life.

1.5.1 Software engineering

It is clear that human emotions influence interactions with software products. which can
influence human feelings that make people buy or not, as shown in Hill record of investiga-
tion (Hill, 2009). In the other hand, the emotional state of programmers have significant impact
on program quality and developers efficiency (Wrobel, 2013). Therefore, recognize emotions is

interesting in software engineering.

Recognizing emotions can extend the software usability by measuring users satisfaction and

enhance software quality and developers productivity (Kotakowska et al., 2014).

1.5.2 Education and e-education

To improve the learning environment, many systems have been developed to recognize students’

sentiments.

Shen et al. (Shen et al., 2009) build an Emotion Integrated e-learning architecture model and
explore the machine’s capacity to understand emotions from physiological information.
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A lot of study has gone into measuring the affective dimension of student participation in learn-
ing. The work proposed in (Grafsgaard et al., 2013) presents an automated facial recognition
approach to analyze student facial movements during tutoring using the Computer Expression
Recognition Toolbox (CERT), which tracks well-defined facial movements. The predictive mod-
els highlighted relationships between facial expression and aspects of engagement, frustration,

and learning.

In (Whitehill et al., 2014), another attempt is made to establish real-time automatic engage-
ment recognition from students’ facial expressions. Teachers regularly analyze their pupils’
levels of involvement, and facial expressions play a key role in these evaluations. The result

show that automated engagement detectors perform with comparable accuracy to humans.

1.5.3 Websites customization

With the development of the Internet, service providers are collecting more information about
their customers. The layout and advertisements are displayed based on the user’s profile.
Adding information about users’ emotions can provide more accurate knowledge of users, thus
service providers can influence their behavior on websites, as well as trigger their emotions
through different types of online advertising (Kotakowska et al., 2014).

1.5.4 Health care

The mental status of patients reflects the behavioral and cognitive functioning. This increases
the interest of recognizing emotion in health. Through wellness monitoring, and using an
emotion recognition system we can benefit the mental health and well-being of individuals

that are stressed, anguished, or depressed (Hasnul et al., 2021).

Emotion recognition system can also be used by medical companies and service providers to
improve their services, based on the emotional feedback of patients (Hossain and Muhammad,
2019).

1.5.5 Automotive industry

Since the emotional state such as the level of vigilance, drowsiness, fatigue or bad mood of
drivers plays a significant role on driving performance and safety of the roadways, the automo-
tive industry integrated an interactive emotion recognition technology in new cars (Jones and
Jonsson, 2007).

Using facial emotion detection with a car-voice can impact driving performance (Nass et al.,

2005), resulting in an increased roadways safety.
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1.5.6 Video game

Video games are created with a specific target audience in mind, with the goal of inducing a
specific set of behaviors and feelings in the players. Users are requested to play the game for a
certain amount of time during the testing process, and their feedback is used to improve the final
product. Facial expression detection can help determine which feelings a user is experiencing
in real time while playing without having to manually analyze the entire movie (Kolakowska
et al., 2014).

1.5.7 Others

We have mentioned above the famous domain of research in emotion recognition, but there are

other diverse applications which is substantiated by research publications such us:
e Analyze emotions to display personalized messages in smart environments.
e Help decision-making of recruiters

e Identify uninterested candidates in a job interview, monitor moods and attention of

employees.
e Lie detectors and smart border control.

e Predictive screening of public spaces to identify emotions triggering potential terrorism
threat.

e Analyzing footage from crime scenes to indicate potential motives in a crime.

1.6 Conclusion

In this chapter, we have provided a brief reminder of the key concepts important to under-
standing our subject. Emotion recognition has been in the center of attention for many years.
Several researchers have proposed enormous papers on the field. A selection of these work will

be mentioned in the next chapter.
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CHAPTER 2

EMOTION RECOGNITION: STATE OF THE ART

2.1 Introduction

Emotion recognition is an important research area that many researchers work on for a long
time. That is why the literature on the field is too voluminous to review here. Emotions can be
expressed through uni-modal social behaviors, such as speech, facial expressions, and gestures,
or bi-modal behavior such as speech and facial expressions, or they can be expressed through

multi-modal parameters such as audio, video and physiological signals.

In our research, we try to focus on some of the methods that facial expressions are used in
the video frame to identify emotions, and since the latter is a collection of sequential images
over time, this does not prevent us from mentioning some research in this field about images.
We will survey the research development in this task throw three parts: classical methods, ML
based methods, and DL based methods.

2.2 Earlier work

The study and understanding of human facial expressions has been a long-standing problem
since years. Initially, it was the interest of psychologists and later the focus of computer
scientists, who relied on psychological research to embody it in computer systems. These are

some important former work.

Duchenne, 1862: The first scientific study on facial expression analysis that was interested
in how the muscles in the human face form facial emotions was published (Eleftheriadis, 2016).

Charles Darwin, 1872: He studied facial expressions and body gestures in mammals (Dar-

win, 2015), and the relevance of face expressions in communication and characterized the



Chapter 2. State of the art 2.3. MACHINE LEARNING BASED APPROACHES

various emotions expressed through facial expressions.

Schlosbergt, 1954: He proposed a basis with three dimensions for describing emotions:
AR (attention-rejection), PU(pleasantness-unpleasantness), and level of activation (Schlosberg,
1954).

Paul Ekman, 1971: His work is considered as the most important and comprehensive work
presented in the field of facial expression analysis. It describes a group of six basic emotions

universal in terms of expression and understanding (Ekman and Friesen, 1971).

Sown et al, 1978: They used a series of movie frames to make a preliminary investigation on

automatically expressions analysis (Sown, 1978).

Terzopoulos and Waters, 1990: Depended on Ekman and Friesen work, they derived a 3D
computer model to display human facial expressions, and also to analyze the expressions from

a video sequence (Terzopoulos and Waters, 1990).

Yacoob and Davis, 1994: They presented a study of facial expression recognition using

statistical properties with only very weak models of facial shape (Yacoob and Davis, 1994).

With the advent of artificial intelligence, the research on this topic has increased by finding
algorithms to identify and classify emotions which we have divided into two groups according
to whether the features are manually extracted (ML-based approaches) or generated by a deep
neural network (DL-based Approaches).

2.3 Machine Learning based approaches

The ML conventional emotion recognition approaches comprise three important steps: (1) face

detection/tracking, (2) feature extraction, and (3) expression classification.

First, we proceed by detect the face from an input image or video frame using a face detection
technique. Second, one should extract various spatial and temporal features from the detected
face using feature extraction methods such Local Binary Pattern (LBP), or Gabor Filters.
Third, machine-learning algorithms such as Support Vector Machine (SVM) or Random Forests
are applied for expression classification using extracted features. This process is shown in
Figure 2.1.

To more understand this approach, we present below a simplified explanation of the three

stages in this traditional approach.

2.3.1 Face Tracking and Detection

In facial expression analysis, the initial stage is to locate the face in the image or video sequence.
Face detection or face localization refers to detecting the face within an image, whereas face
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Figure 2.1: Procedure in conventional face expression approaches. (Khan, 2013)

tracking refers to locating the face and tracking it through multiple frames of a video sequence.
This aids in the acquisition of face features while ignoring other objects and items (Khan, 2013;
Boda et al., 2016).

There has been a lot of work in face detection and tracking research. Of course, we cannot
survey all the methods. We mention some of them in the rest of the section.

Kanade-Lucas-Tomasi Tracking algorithm

The Kanade-Lucas-Tomasi tracker was one of the early 1990s systems for detecting and tracking
faces. Lucas and Kanade proposed the first framework (Lucas et al., 1981). Their work was
later extended by Tomasi and Kanade. This technique is used to find scattered feature points
with enough texture to allow for accurate tracking of the needed points (Sethi and Aggarwal,
2011).

In (Boda et al., 2016), the Kanade-Lucas-Tomasi (KLT') algorithm is used to track human faces
in a video frame. From one frame to the next, they calculate the displacement of the tracked
points. Calculation of the head movement using this displacement computation is simple. The
optical flow tracker is used to track the feature points of a human face. The algorithm tracks
the face in two easy steps: first, it locates the traceable feature points in the first frame, and
then it uses calculated displacement to follow the discovered features in subsequent frames,

show Figure 2.2.

The suggested project’s goal in (Wagener and Herbst, 2002) is to create a reliable and efficient
face (head) tracker using the Kanade-Lucas-Tomasi (KLT) tracking algorithm. Figures 2.3.
to 2.8 show a sequence of images produced by the KLT tracking algorithm.
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2.3. Face Tracking and Detection
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Figure 2.2: KLT algorithm flow chart used in (Boda et al., 2016)

Figure 2.3: frame 0 (Wa-
gener and Herbst, 2002)

Figure 2.5: frame 2 (Wa-
gener and Herbst, 2002)
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Figure 2.4: frame 1 (Wa-
gener and Herbst, 2002)

Figure 2.6: frame 3 (Wa-
gener and Herbst, 2002)
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Figure 2.7: frame 4 (Wa- Figure 2.8: frame 5 (Wa-
gener and Herbst, 2002) gener and Herbst, 2002)

Piecewise Bezier Volume Deformation (PBVD) tracker

The Piecewise Bezier Volume Deformation (PBVD) tracker is a face tracker widely used by
face expression recognition researchers. It is developed by Tao and Huang (Tao and Huang,
2002). This tracker uses a generic 3D wireframe model of the face associated with 16 Bezier
volumes as showen in Figure 2.9. Figure 2.10 shows the wireframe model and the associated

Figure 2.9: The facial mesh and the associated 16 Bézier volumes (Tao and Huang, 2002)
real-time face tracking.

The Person-Spotter’s tracking

This system, developed in 1998 by Steffens et al., achieves fast and robust tracking. Along
with face recognition, the system also has modules for face detection and tracking. The track-
ing algorithm locates regions of interest which contain moving objects by forming difference
images. Skin and convex detectors are then applied to this region in order to detect and track
the face. The Person-Spotter’s tracking system has been demonstrated to be robust against
considerable background motion. It applies a graph model on the face to automatically ignore
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(®)

Figure 2.10: Results of the real-time tracking system (Tao and Huang, 2002)

the background (Steffens et al., 1998). An illustration is shown in Figure 2.11.

Figure 2.11: Person-Spotter’s model graph and background suppression (Steffens et al., 1998)

Viola Jones algorithm

The Viola Jones algorithm, was proposed by Paul Viola and Michael Jones in 2001. It was
the first framework to provide competitive detection rates for objects. The framework has
a high detection rate, making it a very fast and robust algorithm (Dang and Sharma, 2017).
Figure 2.12 shows an example of the use of VJ algorithm in detecting the face. It has four stages:
Haar feature Selection, creating an integral image, AdaBoost training and Cascading classifiers.
The Viola-Jones (VJ) algorithm is used also to detect faces in video frames (Abdulsalam et al.,
2019) as shown in Figure 2.13.
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Figure 2.12: Face detection using the VJ algorithm (Alionte and Lazar, 2015)

Figure 2.13: Other example for face detection using the VJ algorithm (Abdulsalam et al., 2019)

2.3.2 Feature Extraction

The second step of the conventional face expression process is extracting useful data or infor-
mation (features) from the image (detected face image) and represent it in a lower dimensional
space. This step may directly influence the performance of the algorithms; therefore, it is
necessary to choose the suitable feature extraction method relative to its applicability and

feasibility.

Feature extraction is an important step in the process of conventional approach, and aims
at the extraction of the least amount of relevant information, without getting later into the
problem of curse of dimensionality and over-fitting when the number of extracted features is
overwhelming (Huang et al., 2019). Three types of features can be extracted with different
techniques : geometric features, appearance features, and motion features.

Geometric features

Facial feature points (such as: mouth, eyes, brows, nose) are extracted to form a feature vector
that represents the face geometry, which include the shape and locations of facial compo-
nents (Tian et al., 2005).

The motivation for employing a geometry-based method is that the position and size of var-
ious facial points differs when expressing, by measuring this movement, the underlying facial
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expression can be determined (Khan, 2013).

One of this methods that extract geometric features is Active Shape Model(ASM).

Active Shape Model(ASM)/Active Appearance Model(AAM)

The Active Shape Model(ASM) proposed in (Cootes et al., 1995) is a statistical model. It
matches the initial shape of the human face using global shape model, and establish a local
texture model to acquire the contour features of the target(expression) more precisely (Huang
et al., 2019).

ASM use only shape constraints with some information about the image structure, and have
not benefit of all the available information: the texture across the target (Khan, 2013).

Therefore, the Active Appearance Model(AAM) (Cootes et al., 2001) is developed for matching
a statistical model based on both shape and texture. It could be considered as the hybrid
methods because it used both geometric and appearance features (Khan, 2013).

Cristinacce and his colleagues (Cristinacce et al., 2004) uses AAM to detect feature points
of local edges such as facial organs, in a Multi-Stage Approach that they propose to Facial
Feature Detection.

Saatci and Town (Saatci and Town, 2006) combine AAM with the SVM classifier to improve
the recognition rates. The use of AAM is referred to the higher recognition rate in fitting
texture features (Huang et al., 2019).

The typical examples of geometric-feature-based methods are those of Pantic and her col-
leagues (Pantic et al., 2007) in facial expression recognition task. Figure 2.14 shows the tracked

landmarks in Pantic work.

G

H

Figure 2.14: facial landmarks in Pantic work (Khan, 2013)
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The appearance features

The appearance features describe the appearance (skin texture) changes of the face, such as
wrinkles and furrows (Tian et al., 2005). Some of the methods that are usually applied to
extract appearance information are: Gabor Features, Local Binary Pattern (LBP) features,

and Haar-like features.

Gabor Features

This method depends on filtering the input image with a Gabor filter to extract features. It
gives the highest response at edges and at points where texture changes. A Gabor filter can

be represented in the space domain using complex exponential notation as:

o e (- 8 (it (- 2)) -

where x = (z,y) is the image location and ky is the peak response frequency(Khan, 2013).
The Figure 2.15 and shows the transformation after the Gabor filter is applied on two facial
expression images. Lyong and his partners applied a set of Gabor filters, which are multi-

Figure 2.15: Gabor filter transformation (Lyons et al., 1998)

orientation and multi-resolution to code facial expression images (Lyons et al., 1998).

In the same task, Yu et al. (Yu and Bhanu, 2006) used Gabor features in their proposition
of a novel genetically inspired learning method. Whereas Mattela and colleagues (Mattela
and Gupta, 2018) use Gabor Mean Discrete Wavelet Transform as a reduction technique to
decrease the dimension and redundancy of Gabor filters.

Local Binary Pattern (LBP)

The LBP operator calculates the brightness relationship between each pixel of an image and
its local neighborhood, by thresholding the 3 x 3 neighborhood of each pixel with the center
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Threshold
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Figure 2.16: The basic LBP operator (Ahonen et al., 2004)

value (Khan, 2013), as shown in the Figure 2.16. After this operation, it encodes a binary
sequence to form a local binary pattern, then the histogram is used as a feature description of
the image (Huang et al., 2019), as shown in Figure 2.17.

LBP

(Face Image) l

(Feature Histogram)

LBP

Figure 2.17: Extraction of LBP histogram from a facial image (Huang et al., 2019)

Haar-like Feature Extraction

The Haar-like Feature template was introduced by Viola and Jones (Viola and Jones, 2001).
It combined edge, linear, center and diagonal features. We called them Haar-like because,
they all follow the step function proposed by Alfred Haar. In two dimensions, The feature
template is divided into a pair of adjacent rectangles, one light and one dark, shown in the
Figure 2.18. The feature values of the template are defined as the differences between value
of light rectangle pixels and dark rectangle pixels. The Haar eigenvalue reflects the gray-scale
variation of the image (Huang et al., 2019). The process of Haar-like feature extraction on a

face image is shown in the Figure 2.19. The advantage of a Haar-like feature is its calculation
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Figure 2.18: The basic haar-like feature template (Khan, 2013)

Figure 2.19: The process of Haar-like feature extraction (Khan, 2013)

speed, and in a constant time (Khan, 2013), that make researchers also applied it on facial
expression analysis as (Yang et al., 2010) and (Whitehill and Omlin, 2006).

The motion features

The main purpose of this method is extracting some feature points or motion information from
the regions of the features using sequential images. Feature point tracking and Optical flow
are widely used and to understand more see (Mallick et al., 2016).

Optical Flow Method

Optical flow methods try to extract the features of the continuous moving(displacement) face
image sequence (spatial information), an example is displayed in the Figure 2.20, using
Horn-Schunck (HS) optical flow (Horn and Schunck, 1981), to combine the two-dimensional
velocity field and the gray-scale (Huang et al., 2019). Optical flow have been used to extract
features motion caused by human facial expressions in Yacoob work (Yacoob and Davis, 1996).
Also, Cohn and his colleagues (Cohn et al., 1998) developed an optical flow-based approach
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Figure 2.20: Feature point displacement (Cohn et al., 1998).

to capture emotional expression by automatically recognizing subtle changes in facial expres-
sions. Sanchez et al. (Sanchez et al., 2011) systematically compare two optical flow-based FER
methods, respectively referred to as feature point tracking and dense flow tracking, as shown
in Figure 2.21.

(a) feature point tracking (b) dense flow tracking

Figure 2.21: Applications of optical flow-based methods on facial images (Sanchez et al., 2011)

Feature Point Tracking

Feature point tracking method synthesize the input emotional expressions in relation to the
displacement of the feature points. A feature point tracking method that combined the Kanade-
Lucas-Tomasi(KLT) and Scale Invariant Feature Transform (SIFT) algorithms was proposed
by Liu et al. (Liu et al., 2011). This method track target stably and accurately when it changes
in size and attitude.

Tie et al. (Tie and Guan, 2012) present a variable 3D expression recognition model from video
sequences. It extracts over 26 points from the video stream as the feature points of the face
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model, then track these feature points with multiple particle filters.

2.3.3 Emotion Recognition/Classification

In this step, emotions (face expression) will be classified after the face detection and feature
extraction, by various methods such as: Support vector Machine(SVM), Decision Trees(DT),
Hidden Markov Models(HMM)(Eddy, 1996), Adaptive Boosting(Adaboost)(Margineantu and
Dietterich, 1997), k-Nearest Neighbors(KNN),Naive Bayes (NB)(Rish et al., 2001), and Arti-
ficial Neural Networks(ANNs). We will present a set of existing research that used various of
these methods.

Decision Trees

A decision tree is a tree structure used in classification and regression models. It works by
dividing the datasets into smaller groups and developing them sequentially into nodes and

leaves. The decision tree’s branches indicate the category of the datasets. (Saad et al., 2018)

An automatic recognition system has been developed (Thorat et al., 2015) for the six basic
facial expressions in video streams using a decision tree. The system uses Viola Jones algorithm
to detect face and face components and classify them using a decision tree. The system archived
in an average of 76.43% correct classification of six basic expressions from video streams, with
an expression error rate of 23.56%.

Salmam and al. (Salmam et al., 2016) proposed a method for emotion recognition from facial
expressions. It is based on calculating six distances using Euclidean, Manhattan, or Minkowski
distance between four parts of the face: eyebrow, eyes, nose, and mouth which better describe a
facial expression. Decision tree is applied on two databases(JAFEE and COHEN). This system
uses as inputs the six distances previously calculated for each face in order to have a facial
expression classifying system with seven possible classes (six basic emotions plus neutral).
Their results achieved a recognition rate of 89.20% and 90.61% respectively in JAFFE and
COHEN databases.

k-Nearest Neighbours

k-NN is the most basic of all machine learning and classification algorithms; it saves all available
examples and categorizes new ones using a similarity measure. As a result, the value K is
utilized to classify data using simple histogram similarities. (Kambi Beli and Guo, 2017)

Goutami et al.(Panchal and Pushpalatha, 2017) suggested a face emotion detection and recog-
nition system. In this system, Local binary pattern and Asymmetric region local binary pattern
methods are used to detect and extract features from face images. These methods are also used
to reduce the dimensionality after the preprocessing step, and kNN classifier is used to predict
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emotion. The proposed method was tested on the JAFFE database, where it achieved an
accuracy of 95.051%.

For solving face recognition problems such as luminance and position, Kambi and his col-
leagues (Kambi Beli and Guo, 2017) presented an approach that combine two algorithms: the
local binary pattern (LBP) which is used to extract facial features, and k-nearest neighbor
for image classifications. Their experiment was conducted on the CMU PIE facial database
and the LFW (Labeled Faces in the Wild) dataset, which achieved an accuracy of 99.26% and
85.71%, respectively.

Naive Bayes (NB)

Cohen et al.(Cohen et al., 2002) proposed a system for recognizing emotions in video sequences
by facial expressions using the Tree-Augmented-Naive Bayes (TAN). They provide an algorithm
for determining the optimum TAN structure by learning the connections between facial fea-
tures. They observed that employing this TAN structure produces substantially better results
than using simpler NB classifiers. The results achieved were as follows:

e For Person Independent Tests: The system can determinate now with about 77% accuracy

determine whether a person is making a negative or positive facial expression.

e For Person dependent Tests: The system can determinate now with 87-92% accuracy

whether a person displays a negative or a positive facial expression.

Next, Cohen and his partners (Cohen et al., 2003) make another experiment with continu-
ous video input. For classifying the expressions from the video, they used different Bayesian
classifiers: Naive Bayes and Gaussian Tree-Augmented Naive Bayes(TAN). They changed the
distribution from Gaussian to Cauchy because of the ability of Cauchy to account for heavy
tail distributions, and used Gaussian Tree-Augmented Naive Bayes(TAN) classifiers to learn
the dependencies among different facial motion features. Using their own database, the results
for person-dependent were: NB (Gaussian): 79.36% | NB (Cauchy):80.05% |TAN: 83.31%),
and for Person Independent Tests were: NB (Gaussian): 60.23%| NB (Cauchy): 64.77% |
TAN: 66.53%. They also make Person Independent Tests on the Cohn-Kanade DB where they
achieved the following accuracy: (Gaussian): 67.03%| NB (Cauchy): 68.14%| TAN: 73.22%.

Support Vector Machines (SVM)

The Support Vector Machine (SVM) is a supervised machine learning technique that is typically

used in classification and regression tasks.

Bartlett and his partners (Bartlett et al., 2003) proposed a system for facial emotion recognition
in video stream. As a feature extraction method, they applied Gabor Wavelets and use SVM
and a combined method (SVM with Ada-Boost). The system have been tested on Cohn-Kanade
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database, and achieved when using SVM 84.8%, and 88.8% when using SVM with Ada-Boost,
the result arrived to 90.7% with RBF Kernel.

In the same task of real time approach for facial emotion recognition, Philipp Michel and Rana
El Kaliouby (Michel and El Kaliouby, 2003) employed an automatic facial feature tracker to
perform face localization and feature extraction, and a Support Vector Machine as a classifier.
The proposed method was tested with tree different scenarios:

e Person independent: 71.8%
e Person dependent(train and test data supplied by expert): 87.5%

e Person dependent(train and test data supplied by 6 users during ad-hoc interaction):
60.7%.

A study was conducted in Massachusetts Institute of Technology by James P. Skelley (Skelley,
2005) to train a Man-Machine Interface (MMI) to recognize facial expressions, by using Optical
Flow and texture-value Combined Feature to extract the feature from Cohn-Kanade and HID
Databases. Then, classifying face expression by using Support Vector Machines. It achieved a

94.2% successful classification rate for groups of subjects, and a 92% average for individuals.

Anderson and McOwan (Anderson and McOwan, 2006) used spatial ratio template tracker for
face locating, and performed optical flow on it using multichannel gradient-model (MCGM).
The extracted motion signatures from CMU-Pittsburg AU coded database and a non-expressive
database are then classified using SVM and MLPs. Both methods gave almost similar perfor-
mance (absolute recognition rate: with MLP:81.82%, with SVM:80.52%), they decided to go
with the use of SVMs because SVMs had a much lower False Acceptance Rate (FAR) when
compared to MLPs.

The effect of partial occluding on facial expression recognition was investigated by Kotsis et
al. (Kotsia et al., 2008) in order to specify which portion of the face contains more discriminant
information for each facial expression. Gabor wavelets, the DNMF algorithm and shape-based
SVMs have been used to achieve recognition on Cohn-Kanade and JAFFE databases. In non-
occluded experiments, the recognition rate when using the Cohn-Kanade: 91.4% with SVM.

Youssef and his colleagues (Youssef et al., 2013) used Kinect depth video with SVM and kNN
for detecting Autism Spectrum Disorders (ASDs) in children. They consider the six universal
emotions and find that ?? has the best recognition rate of 39%.

Ghimire and Lee (Ghimire and Lee, 2013) extracted geometric features from the sequences of
facial expression images. For facial expression recognition, they used two methods, the first
is based on multi-class Ada-Boost algorithm, the second was SVM classifier, and it achieved
an accuracy of 97.35% with the extended Cohn-Kanade (CK+ )database. They found that

the landmarks moved in comparable ways, with facial expressions changing throughout time,
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independent of ethnicity, age, or gender.

Myunghoon Suk and Balakrishnan Prabhakaran (Suk and Prabhakaran, 2014) presented in
their research paper a mobile application for real time facial expression recognition running
on a smartphone with a camera. The proposed system used a set of Support Vector Ma-
chines (SVMs) for classifying six basic emotions and neutral expression along with checking
mouth status. The facial expression features are extracted by Active Shape Model (ASM) and
generated by the displacement between neutral and expression features. They report exper-
imental results with 86% of accuracy with 10 folds cross validation in 309 video samples of
the extended Cohn-Kanade (CK+) database, and 72% in their mobile application running on
Samsung Galaxy S3 with 2.4 fps.

In the same field, an approach based on PCA and LBP algorithms was suggested by Abdulrah-
man and Eleyan (Abdulrahman and Eleyan, 2015) where an SVM have been used as classifier.
The results of all trials conducted on the Japanese Female Facial Expression and Mevlana
University Facial Expression datasets show that PCA+SVM has an average recognition rate
of 87% and 77%, respectively.

Hidden Markov Models (HMM)

A video analysis system that aims at expression recognition was proposed by Pardas and
Bonafonte (Pardas and Bonafonte, 2002), and tested on Cohn-Kanade database. Its first step
was extracting the Facial Animation Parameters (FAPs) using an improved Active Contour
algorithm, then recognizing emotion with HMM classifier. Overall efficiency was of 84% (across
6 prototypic expressions) and experiments with joy, surprise and anger was 98%, and with joy,
surprise and sadness was 95%. They found that FAPs convey the necessary information to
extract emotions. The algorithm performs well when differentiating individual expressions and
may also be used to extract expressions in long video sequences where speech is intermingled

with silent frames, however with lesser accuracy.

Cohen et al. (Cohen et al., 2003) proposed a real-time system for emotion classification from
video using PBVD Tracker to extract Motion Units (MUs). They suggest the use of HMMs
to automatically split a video into different expression segments. Person-dependent facial
expression recognition rate of 78.49% with emotion-specific HMM and 82.46% with multi-level
HMM on their own database. For Person Independent Tests, HMM rate of 55.71% and ML-
HMM rate of 58.63%.

A novel multi-stream-HMM(MS-HMM) automatic facial expression recognition system have
been described by (Aleksic and Katsaggelos, 2006). It uses MPEG-4 compliant facial features
followed by PCA to reduce dimensionality before giving it to the HMM. They use 284 recordings
of 90 subjects from Cohn-Kanade database. The accuracy result Using HMM with only eyebrow
FAPs gave 58.8% rate, and with only outer lip FAPs rate of 87.32%, for Joint FAPs gave 88.73%

40



Chapter 2. State of the art 2.4. DEEP LEARNING-BASED APPROACHES

rate. After assigning stream weights and then using a MS-HMM, the system rate of 93.66%
with outer lip having more weight than eyebrows.

Artificial Neural Networks (ANNSs)

Kundu and his colleagues (Kundu and Singh, 2013) proposed a machine learning system for
human emotion recognition based on facial expressions using geometrical features. After image
acquisition, face and different regions are marked manually (segmentation). Then, features are
extracted from the segmented face and neural network with one hidden layer has been used to
classify these extracted features. The system has a moderately high recognition rate of 75%
with a very small feature set using Japanese Female Facial Expression (JAFFE).

ANN was also used in emotion recognition based on speech signal. The extracted features are
related to statistics of pitch, formants, and energy contours, as well as spectral, perceptual and
temporal features, jitter, and shimmer. Without raising the system’s complexity or computing
time, a success rate of 85% or even higher can be attained (Hendy and Farag, 2013).

Tanwi Mallick et al. (Mallick et al., 2016) presented facial emotion recognition system using
Kinect 1.0 data and the Kinect Face Tracking Library (KFTL). They detect various Action
Units of the face from the feature points extracted by KFTL and then recognize emotions
by multiple as well as single ANN. The system achieves an accuracy of 40% or more for
five out of six emotions (excluding Fear), and over 64% for four of them (further excluding
Happiness), they observed that single ANN behaves better, though the recognition rates of
fear and happiness are unsatisfactory.

In conventional facial emotion recognition approaches, feature extraction and classification are
designed manually and separately, which means that these two phases cannot be optimized
simultaneously. These approaches are obviously less dependent on data and hardware, but it
gives good results in small data, whereas researchers need to deal with big data, this became

possible with the advent of deep learning.

2.4 Deep Learning-based Approaches

Deep neural networks have shown to outperform traditional methods that has been applied
to the field of emotions recognition, among them CNNs and RNNs. Deep learning-based
approaches greatly reduce the dependence on feature extraction by employing an "end-to-end"
learning directly from input data to classification result. They also have the potential to
manage large amounts of data.
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Table 2.1: Subject-independent comparison with AlexNet results (accuracy%) (Mollahosseini
et al., 2016)

Proposed architecture | AlexNet
MultiPie dataset | 94.7 94.8
MMI dataset 77.9 56.0
DISFRA dataset | 55.0 56.1
FEBRA dataset | 76.7 7.4
SFEW dataset 47.7 48.6
CK+ dataset 93.2 92.2
FER2013 dataset | 66.4 61.1

2.4.1 Convolutional Neural networks (CNN)

Many researchers have adopted deep learning approach for recognizing facial expressions, one
of them is Jung and his partners (Jung et al., 2015). Basically, they combined two models:
The first use a CNN to extract temporal appearance data from image sequences, while the
second employs a fully connected DNN to extract temporal geometry features from temporal
face landmark points. This network is called the deep temporal appearance-geometry network
(DTAGN), and it reached an accuracy of 97.25%.

Mollahosseini et al. (Mollahosseini et al., 2016) conducted a comprehensive experiment on
seven available facial expression databases: MultiPIE, MMI, CK+, DISFA, FERA, SFEW,
and FER2013. Their proposed architecture consists of two convolutional layers each followed
by max pooling and then four inception layers. The inception layers improve the depth and
width of the network while maintaining the same computational budget. In terms of both
accuracy and training time, the results displayed in Table 2.1 are comparable to or better than

state-of-the-art approaches and classic convolutional neural networks.

The ordinary CNN extract only the spatial relations of the input data and ignore the temporal
relations of them if they are part of a sequenced data. To overcome this problem, CNN was
further extended to 3D Convolutional Neural Networks (3D-CNNs).

2.4.2 3D-CNN

According to psychologists, expressions are invoked by certain facial parts that contain the most
descriptive information for representing them. This observation bring Liu et al. (Liu et al.,
2014) to the same spirit of the Deformable Part Model (DPM) (Felzenszwalb et al., 2009).
They incorporated a deformable facial parts learning module into a 3D CNN, that can detect
a particular facial action part under structured spatial constraint, and obtain the deformable

part detection maps to serve as the part-based representation for expression recognition. the
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average expression recognition rates on CK+ , MMI and FERA datasets are 87.9%, 62.2%,
and 56.3%, respectively.

3D-CNN was also adopted in combined architectures including the winner hybrid networks in
the EmotiW 2016 Challenge (Fan et al., 2016) that combines 3D convolutional networks and
RNN in a late-fusion fashion. RNN encodes motion after taking appearance features collected
by CNN over individual video frames as input, while 3D CNN models appearance and motion
of video simultaneously. This system achieved a recognition accuracy of 59.02%.

Another proposed study (Singh and Fang, 2020) that has explored different architectures of
neural networks and demonstrated (CNN+RNN)+ 3D CNN multi-model architecture per-
form better. It complements each other by learning emotion features from the audio signal
(CNN+RNN) and also learning emotion features from face expression in video frames (3D
CNN). Using IEMOCAP dataset, this combined architecture gave an emotion prediction ac-
curacy of 54.0% among four emotions and 71.75% among three emotions.

Many approaches have adopted a classical CNN directly for facial emotion recognition. How-
ever, because CNN-based methods cannot reflect temporal variations in the facial components,

a recent hybrid approach combining a CNN with RNN.

2.4.3 CNN with RNN

Kahou et al in their work (Ebrahimi Kahou et al., 2015) presented a complete system for
emotion recognition in video in the Wild (EmotiW2015) Challenge. They focus their presen-
tation and experimental analysis on a hybrid CNN-RNN architecture that can outperform a
previously applied CNN approach using temporal averaging for aggregation. The resulting test
performance was only 49.907%, this could be explained by the fact that the entire dataset has

been examined, resulting in overfitting.

Kim et al. (Kim et al., 2017) used an approach to video emotion recognition in which CNN was
used to learn the spatial features of representative state frameworks, then LSTM was used for
facial expression to learn the temporal features to represent the spatial feature. The proposed
method was applied to the MMI dataset whereit achieved an accuracy of 78.61%.

Another network architecture to deal with the same task (Hasani and Mahoor, 2017) comprises
of 3D inception ResNet layers followed by an LSTM module that extracts spatial and temporal
correlations within facial images as well as between distinct frames in a video. Four known
databases were used for evaluation are: CK+, MMI, FERA and DISFA. The accuracy results
on the four databases were 67.52%, 54.76%, 41.93%, 40.51%, respectively.

For solving the problem of sudden changes in illumination and finding the proper alignment
of the feature set, Jain and his partners proposed a multi-angle optimal pattern-based deep
learning (MAOP-DL) method (Jain et al., 2020). Initially, this method begins by removing the
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background from images and isolating the foreground, and then extracts the texture patterns
and the relevant key features of the facial points. The relevant features are then selectively ex-
tracted, and an LSTM-CNN is employed to predict the required label for the facial expressions.
The suggested MAOP-DL proves its effectiveness on CK+ and MMI databases, and confirms
their assurance of wide applicability in recent applications.

2.4.4 TCN

Without the need for complex recurrent networks, the TCN aims to capture the temporal
features of emotion classification. It was used by Manasi Gund et al. (Gund et al., 2021) where
they were concerned in dynamic facial expression detection because some information better
delivered through moving faces. Their TCN proposed model takes facial features as input, it
was originally trained and tested on the CK+ dataset and produced 99.57% accuracy. They
found that of all other models using the CK+ data set, the TCN model proves to be the
simplest with the best results and small computational cost that incurs by taking only the
features rather than the whole images.

TCN is used to recognize human emotion with various uni-model features such as physiolog-
ical signals (Yang and Liu, 2019), by extracting high-level features from an electroencephalo-
gram(EEG) while considering the temporal dependence.

Also, TCN used to extract a specific human emotion (Bargshady et al., 2020; Feng, 2019). De-
tailed model of the network structure of TCN-based model for emotion recognition is presented
in the Figure 2.22.
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Figure 2.22: A network structure of TCN-based model (Yang and Liu, 2019)

2.5 Datasets

Training and testing on existing datasets is a frequently used method of expression recognition.
We introduce some popular databases related to facial expression, consisting of 2D and 3D video
sequences and still images.

2.5.1 C-K (Cohn-Kanade) database

It is a video-based encoded facial database of subtractive expressions, including 486 sequences
from 97 poses. The peak expression is fully FACS coded. The number of subjects included is
100. Released in the year 2000, for the cause of advancing research into detecting individual
facial expressions. It has become one of the most commonly used data sets. But the drawbacks
found were that emotion labels were not validated and non-availability of common performance

measure in order to compare with standard algorithms.(Lucey et al., 2010)

2.5.2 Cohn-Kanade Dataset (CK+)

CK+ is a dataset of 593 sequences from 123 subjects, among which 327 sequences have emotion
labels. The dataset contains seven expressions including anger, disgust, fear, happy, sad,
surprise, and contempt. The images have pixel resolutions of 640 * 480 and 640 * 490 with

8-bit precision for gray-scale values.
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2.5.3 Japanese Female Facial Expressions (JAFFE)

This database contains 219 images of 7 facial expressions posed by 10 Japanese female models.
Each image has been rated on 6 emotion classes on 60 Japanese subjects. As it involves multiple
subjects exhibiting multiple emotions it has been extensively used in the field of research. The

original size of each facial image is 256 pixels * 256 pixels (Lyons et al., 1998).

2.5.4 MMI dataset

A database which consists of more than 1500 samples of both static images and image sequences
of faces from 19 male and female subjects of vaiying ethnic background. It is fully annotated
for the presence of AUs in the video sequences. The original size of each facial image is 720 by
576 pixels (Pantic et al., 2005).

2.5.5 TEMOCAP dataset

The "interactive emotional dyadic motion capture database" (IEMOCAP) was collected by the
SAIL Laboratory at the University of Southern California (USC) by the Speech Analysis and
Interpretation team. This database was created using markers on the face, head, and hands to
record ten actors in dyadic sessions, during scripted and spontaneous spoken communication
scenarios, these markers provide detailed information about their face expression and hand
movements. To elicit specific types of emotions (happiness, anger, sadness, frustration, and
neutral state), the ten actors ran selected emotional scenarios and improvised scenarios. The
corpus contains approximately twelve hours of data (Busso et al., 2008).

2.6 Evaluation of emotion recognition system

During the training process, the evaluation metric is quite important, and there are numerous
measures to evaluate deep learning model quality. (Hossin and Sulaiman, 2015). To evaluate
our emotion recognition model, we use the following metrics: precision, recall, accuracy, and

F-measure.

e Precision is the fraction of automatic annotations of emotion i that are correctly recog-
nized, It is defined as:
Precision =TP/(TP + FP) (2.2)

e Recall is the number of correct recognition of emotion ¢ over the actual number of images

with emotion 7. It is defined as:

Recall =TP/(TP + FN) (2.3)
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e Accuracy is the ratio of true outcomes (both true positive to true negative) to the total

number of cases examined, and it is defined as:

Accuracy(ACC) = (TP+TN)/(TP+ TN+ FP+ FN) (2.4)

e F-measure represents the harmonic mean between recall and precision values, and it is

defined as:

F — measure = 2 x Presicion X Recall/(Presicion + Recall) (2.5)

Where:
e TP is the number of true positives in the dataset.
e F'N is the number of false negatives in the dataset.
e FP is the number of false positives in the dataset.

e TN is the number of true negative in the dataset.

2.7 Conclusion

In this chapter, we mentioned some of the first research in the field of facial emotion recognition,
and we also touched on some of the work done in this field using machine learning and deep
learning algorithms, and how facial emotions are recognized in the two approaches (machine
learning and deep learning). Finally, we presented some common databases related to facial

expressions that consist of videos and images.
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CHAPTER 3

EXPERIMENT

3.1 Introduction

This chapter presents our experiment with a model of facial emotion recognition using deep
learning. Among the methods of deep learning, we have chosen temporal convolution network
( TCN). We also train a convolution neural network on the extracted frames of videos. Below,

we will talk about the selected network architectures and the obtained results.

3.2 Network Architecture

From what we saw in the proposed model in (Gund et al., 2021) which was used to classify the
facial emotions in image, physiological signals (Yang and Liu, 2019) and to extract a specific
human emotion (Bargshady et al., 2020; Feng, 2019). These works are based on temporal
convolution network and we found that it gave good results, which prompted us to use this

structure in our first experiment.
What makes a temporary convolutional network different from LSTM / GRU:
e TCNs exhibit longer memory than recurrent architectures with the same capacity.

e Performs better than LSTM/GRU on a vast range of tasks (Seq. MNIST, Copy Memory,

e Parallelism (convolutional layers), flexible receptive field size (possible to specify how far
the model can see), stable gradients (backpropagation through time, vanishing gradi-

ents)...

The Visualization of a stack of dilated causal convolutional layers in Figure 3.1.



Chapter 3. Experiment 3.2. NETWORK ARCHITECTURE

Output
Dilation = B

o O O 0O Hidden Layer
Dilation = 4

o O O O O O

O O o o o O O 0O 0
0 0O 0 O f’{b O O O O O 0O O 0O widenLayer
O ©  input

Figure 3.1: Visualization of a stack of dilated causal convolutional layers

Hidden Layer
Dilation = 2

Arguments
The TCN model is characterized by the following parameters.

e nb-filters: Integer. The number of filters to use in the convolutional layers. Would be
similar to units for LSTM, these filters can be a list.

e kernel-size: Integer. The size of the kernel to use in each convolutional layer.
e dilations: List/Tuple. A dilation list. Example is: [1, 2, 4, 8,16,32,64].
e nb-stacks: Integer. The number of stacks of residual blocks to use.

e padding: String. The padding to use in the convolutions. ’causal’ for a causal network

(as in the original implementation) and ’same’ for a non-causal network.

e use-skip-connections: Boolean. If we want to add skip connections from input to each

residual block.

e return-sequences: Boolean. Whether to return the last output in the output sequence,
or the full sequence.

e dropout-rate: Float between 0 and 1. Fraction of the input units to drop.

e activation: The activation used in the residual blocks o = activation(x + F(x)).

e kernel-initializer: Initializer for the kernel weights matrix (ConvlD).

e use-batch-norm: Whether to use batch normalization in the residual layers or not.

e use-layer-norm: Whether to use layer normalization in the residual layers or not.

e use-weight-norm: Whether to use weight normalization in the residual layers or not.

e kwargs: Any other set of arguments for configuring the parent class Layer. For example
"name=str", Name of the model. Use unique names when using multiple TCN.
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Non-causal TCN:

Making the TCN architecture non-causal allows it to take the future into consideration to do
its prediction as shown in the figure 3.2.

e e e e R
AR AR AR AR TR AR RS

e l\/l\/I\/ NIVIVIVIVIVIVIVIVIVIVIN

Figure 3.2: Non-Causal TCN - ks = 3, dilations = [1, 2, 4, 8|, 1 block

When initializing the TCN layers, use padding=valid’ or padding='same’ to utilize a non-
causal TCN.

The arguments of the TCN architecture that we try to use it in our experiment is shown in
the figure 3.3.

— Fie Edt View Run Kemel Tabs Sefiings Help

[ TCN_ER_VIDEOS_2021.ipy®

B+ XMOO > mCw» Cxde -« Python 3 (ipykemel) O @

from ten import TCN, tenm full sumsary

from tensorflow.keras.layers import Input, Embedding, Dense, Dropout, SpatialDropoutlD
from tensorflow.keras.layers import concatenate, GlobalAveragePoolinglD, GlobalMaxPeolinglD
from tensorflow.keras.models import Model

N modeld = compiled tcn114‘16384 # type: int
# type: iInt
nt

[1,2,4,8], # type: List[int]

type: int

None, # type: int

cutput_len=1, # type: int
padding="causal', # type: str

use_skip connections=False, # type: bool
return senuences—True

regression=False,
dropout_rate=6.85, # 1
name='ten', # typ
kernel_initializer=

beol
: float

r
he_normal’, # type: str
activation='relu", # type:str,

opt="adam’,

1r=6.002,

use_batch_norm=False,

use layer norm=False,
use_weight norm=False)

model®. summary ()

Simple O M 1® Pyhon 3 (pykemel | idie Saving completed Mode: Command @ Lni, Coll TEN_ER VIDEOS_2021imyr

Figure 3.3: TCN Architecture arguments

Since, the experiment using TCN was not finished, we make another one using simple convo-
lution network, its architecture is shown in the figure 3.4

50



Chapter 3. Experiment 3.2. NETWORK ARCHITECTURE

ﬁ Conv2D . BatchNormalization ' Activation ' AveragePooling2D
' Dropout % GlobalAveragePooling2D

Figure 3.4: CNN Architecture

The information about layers of the CNN architecture is shown in the following Figures 3.5,
3.6, 3.7 and 3.8.

Model: "sequential”

Layer (type) OQutput Shape Param #
inage_array (Comv2D)  (Nome, 126, 128, 16) 2368
batch_normalization (BatchNo (None, 128, 128, 16) 64

conv2d (Conv2D) (None, 128, 128, 16) 12560
batch normalization 1 (Batch (None, 128, 128, 16) 64
activation (Activation) (None, 128, 128, 16) 0

average pooling2d (AveragePo (None, 64, 64, 16) 0

dropout (Dropout) (None, 64, 64, 16) 0

conv2d 1 (Conv2D) (None, 64, 64, 32) 12832

Figure 3.5: CNN architecture part 1
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batch_normalization_ 2 (Batch (None, 64, 64, 32) 128
conv2d 2 {(Conv2D) (None, 64, 64, 32) 25632
batch_normalization_ 3 (Batch (None, 64, 64, 32) 128
activation 1 (Activation) (None, 64, 64, 32) 0
average pooling2d 1 (Average (None, 32, 32, 32) 2}
dropout_1 (Dropout) (None, 32, 32, 32) 0
conv2d 3 (Conv2D) (None, 32, 32, 64) 18496
batch_normalization 4 (Batch (None, 32, 32, 64) 256
conv2d 4 (Conv2D) (None, 32, 32, 64) 36928
Figure 3.6: CNN architecture part 2
batch_normalization 5 (Batch (None, 32, 32, 64) 256
activation_2 (Activation) (None, 32, 32, 64) 0
average pooling2d 2 (Average (None, 16, 16, 64) 0
dropout_2 (Dropout) (None, 16, 16, 64) 0
conv2d 5 (Conv2D) (None, 16, 16, 128) 73856
batch_normalization 6 (Batch (None, 16, 16, 128) 512
conv2d 6 (Conv2D) (None, 16, 16, 128) 147584
batch_normalization 7 (Batch (None, 16, 16, 128) 512
activation 3 (Activation) (None, 16, 16, 128) 0

Figure 3.7: CNN architecture part 3
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average pooling2d 3 (Average (None, 8, 8, 128) 0
dropout_3 (Dropout) (None, 8, 8, 128) 7}
conv2d_7 (Conv2D) (None, 8, 8, 256) 295168
batch normalization 8 (Batch (None, 8, 8, 256) 1024
conv2d_8 (Conv2D) (None, 8, 8, 7) 16135
global average pooling2d (Gl (None, 7) o
predictions (Activation) (None, 7) 0

Figure 3.8: CNN architecture part 4

3.3 Implementation Setup

3.3.1 Dataset

In this experiment, we want to recognize human facial expressions in the video. After looking
to various datasets, we choose Acted Facial Expressions In The Wild dataset (Dhall et al.,
2012). In this dataset, various facial emotions, natural head posture movements, individuals of
different genders and ages, and many subjects in the scene are captured. The video clips have
been labelled for six basic expressions anger, disgust, fear, happiness, sadness, surprise and the
neutral class. Figure 3.9 shows the different classes of AFEW databases, whereas Table 3.1
shown the attributes of AFEW dataset.
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Table 3.1: AFEW database attributes (Dhall et al., 2012)

Attribute Description
Length of sequences 300-5400 ms
Number of sequences 1426

Total number of expressions (incl. multiple subjects) | 1747

Video format AVI
Maximum number of clips of a subject 134
Minimum number of clips of a subject 1
Number of labelers 2
Number of subjects 330
Anger: 194, Disgust: 123
Number of clips per expression Fear: 156, Sadness: 165

Happiness:387,Neutral:257,Surprise: 144

4
[~
DISGUST ! NEUTRAL

SURPRISE

Figure 3.9: One sampled frame from each of the 7 classes in AFEW

3.3.2 Data processing
Before using the AFEW d dataset, we processed it as follows:
e We divided the videos into a training group and a test group.

e In each group, we converted each video into frames, the number of which varies from one
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video to another.

e We specify the name of the video, the frames to which it belongs, as well as the category

to which each category belongs, as shown in the figures 3.10, 3.11 below.

€O UntitledTipynb - € X 1 Qlq figures aincor, X Arabic - Overleaf, ( X Emotion recognitic X Arabic - Overleaf, C X | =+
& C & colaburesearch.google.com/drive/1jvIwR2t4bTERVG8g0021DuNyJ7B-Q2rG#scrollTo=eR2a1AMLCA7) Q &% & M @ 9 N 3) g
& Untitledl.ipynb . »
( Py B Commentaire &% Partager £ 2
Fichier Modifier Affichage Insérer Exécution Outils Aide Enregi..
_ + Code + Texte v vRAM ! - /' Modification ~
= Disque mm
v ° rNeoB ST
Q FILE
CLASSE
<>
Angry 5647
O Disgust 3294
Fear 2573
Happy 6390

Neutral 6773
Sad 5475

Surprise 2223

@ 26°C Cielcowv.. ~ 7 NG 2054 B

Figure 3.10: Train dataset

O Untitledlipynb-C X ¥ Qlq figures aincor, X Arabic - Overleaf, ( X Emotion recognitic X Arabic - Overleaf, (. X | =+
<« C' & colab.research.google.com/dri bTER 021DuNyJ7 G#scrollTo=fO 9h53C Q & & M a2 9 N 3) E
& Untitledl.ipynb . >
[ ¢ Py B Commentaire &% Partager ¥ 2
Fichier Modifier Affichage Insérer Exécution Outils Aide Enregi..
_ + Code + Texte vRAM ! /' Modification ~
= Disque mmm
v test = pd.read_csv('test2.csv') AN eoB QDB
Q test.groupby (by="CLASSE").count()
oY FILE
CLASSE
(]
Angry 1628

Disgust 1572

Fear 1370

Happy 1554

Neutral 1506

Sad 1561

=] Surprise 1646

@ 26°C Cielcouv.. ~ % NG 213 B

Figure 3.11: Test dataset

e We converted the extracted frames to gray-scale.
e We converted the gray-scales frames into a numpy matrix.

e We normalize the weights in the interval 0,1], the Figure 3.12 shows the code.
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CC UntitledLipynb- C X f QIq figures a incor. X Arabic - Overleaf, ¢ X Emotion recognitic X Arabic - Overleaf, ( X +

< C @& colab.research.google.com/dri 2t4bTERVG8g002 1DuNyJ7B-Q2rG#scrollTo=UgbHPsghNkSI Q ¥ @ "W @ 9 » ‘)

& Untitledl.ipynb

»
B Commentaire &% Partager £ 2
Fichier Modifier Affichage Insérer Exécution Outils Aide Enregistrement..
RAM

v Disque v /" Modification A

+ Code + Texte
S —

© import numpy TN oo B SRR
Q from sklearn.preprocessing import LabelEncoder
from keras.utils import np_utils
# creating an empty list
train_image = []
ytrain= []

<>

# for loop to read and store frames

for i in tqdm(range(trainil.shape[@])):
# loading the image and keeping the target size as (128,128,1)
img = image.load_img('dataset3/'+train['FILE'][i],target_size=(128,128,color.rgb2gray))
# converting it to array
img = image.img_to_array(img)
# normalizing the pixel value
img = img/255
# appending the image to the train_image list
train_image.append(img)
Ytrain.append(train[ 'CLASSE'][1i])

# converting the list to numpy array

Xtrain = np.array(train_image,dtype="float32")

encoder = LabelEncoder()

encoder.fit(ytrain)

encoded_Y = encoder.transform(Ytrain)

= # convert integers to dummy variables (i.e. one hot encoded)

" 26°C Ciel couv...

Figure 3.12: Data processing code

3.3.3 Environment

In order to implement our model, we used Anaconda which is a free and open-source Python
and R programming language distribution. The distribution comes with the Python interpreter
and various packages related to machine learning and data science!. Figure 3.13 represent the

applications available by default in the anaconda browser:

o Anaconda Navigator -8
File el

) ANACONDA NAVIGATOR  Yp——

A Home

@ Environments @

<& o o o
5 iy -t
Nl Learning \Q, Jopyter
N
an Community Datalore 1BM Watson Studio Cloud Notebook Qt Console

@nline Datz Analysis Tool with smart 1BM Watson Studie Cloud provides you the Web-based, interactive computing PyQL GUI that supports inline figures,
cod nd run n roper x

prop
highlighting, graphi

ANACONDA

Glueviz

nd e the
among related data Jupyter Notebook and Architecture. v

Figure 3.13: anaconda navigator

since we have to deal with big dada We had to move to Google Colaboratory!, which is a

Thttps:/ /www.venturelessons.com /what-is-anaconda,consulted in July 2021/
Thttps://colab.research.google.com,/ /intro.ipynb,consulted in July 2021/
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free Jupyter notebook environment that runs on Google cloud servers and allows users to take
advantage of backend technology such as GPUs and TPUs. This allows you to accomplish
anything you can in a Jupyter notebook on your local machine without having to install or set
up a notebook on your local machine. The interface of jupyter notebook in Google Colaboratory

environment is shown in the Figure 3.14.

L Untitled2.ipynb
Fichier Modifier Affichage Insérer Exécution Outils Aide Toutes les modifications ont été enreg.

o >
B Commentaire &% Partager ¢ e
~

+ Code + Texte Connecter ~ /" Modification

cAB AT :
0ol

Figure 3.14: jupyter notebook in Google Colab

We used the Python3 programming language under the jupyter notebook (see Figure 3.15)to

write the code.

Jupyter my project Demiere Sauvegarde - il y a 2 minutes  (modifié) F Logout
File  Edit  View Inset  Cell  Kemel  Widgets  Help Fiable | Python 3 ©

B + 3 A B 4+ & pExéuer B C W Ccode bl s

Figure 3.15: jupyter notebook interface

python is a programming language that has a large set of libraries that facilitate programming

in deep learning.
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Tensorflow? is an open source core library used to create deep learning models.

3

Keras ° is an Open Source Neural Network library.

Numpy * is the fundamental library for scientific computing in Python. It is also used in
procedures for quick operations on matrices, basic linear algebra, basic statistical operations

and much more.

OpenCYV ° is a python library which are widely used in operations on images such as shape
/ resolution, displaying, resizing, etc.

Pandas® Library for data processing and analysis.

3.4 Results and Discussion

The experiment of emotion recognition in videos using temporal convolution network was not
terminated because of the lack of resources and information, since this architecture is still new.
We did not have enough time and required computing resources to complete it for the whole
dataset. So, we have used a convolution neural network to detect the emotions in the collection
of frames extracted from the videos. When creating the convolutional neural network model,
we changed the work environment where we worked in a Google Collaboration environment(see
Figure 3.14).

The curves 3.16 and 3.17 represents accuracy and loss, respectively.

https://www.tensorflow.org,consulted in July 2021/
3https://keras.io,consulted in July 2021/

4https:/ /numpy.org,consulted in July 2021/
Shttps://opencv.org,consulted in July 2021/
Shttps://pandas.pydata.org,consulted in July 2021/
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Training and Test accuracy
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Figure 3.16: The training and test accuracy curve

Training and Test loss
—— Taining loss
8 — Test loss
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Figure 3.17: The training and test loss curve

The results were generally acceptable.

The factor affecting the results is that the data set was not distributed in an optimal manner. It
includes noise in many samples. The figure 3.18 represents the confusion matrix which enables
us to determine the accuracy of the model. The matrix shows the classification of emotion for

each category.
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Confusion Matrix

true labels

0 1 2 3 4
prediction labels
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Figure 3.18: The confusion matrix for the

The Figure 3.19 presents the recall,the precision ,f1-score and the support of our model.

precision recall fil-score

5] ©.09 .16 @.12

1 0.13 8.16 @.14

2 .24 8.11 8.15

3 .34 .32 @.33

4 ©.19 8.21 @.20

5 e.37 8.11 8.17

6 .18 9.26 @.21
accuracy 8.19
macro avg 9.22 .19 @.19
weighted avg 0.23 @.19 ©.19

support

384
553
542
591
539
545
411

3565
3565
3565

Figure 3.19: Precision,Recall,F1-score,Support

3.5 Conclusion

In this chapter, we created an emotion recognition model and used a dataset containing

videos expressing different facial emotions,where we explained the steps involved in that.

We would have liked to build our model using a temporal convolutional network, but we did

not complete it due to lack of resources and information as this field is still new.
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So, we used a simple convolutional neural network in our experiment and our model achieved
results that reached 91% on Acted Facial Expressions In The Wild(AFEW) dataset.
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CHAPTER 4

CONCLUSION

Our work belong in the field of affective computing; it deals with the topic of emotion recog-
nition using deep learning approaches. Emotions can be expressed through social behaviors and
physiological signals such as: facial expressions, speech, and Electrocardiography (ECG), Elec-
tromyography (EMG), Electroencephalography (EEG) signals. Emotion recognition is critical,
it becomes an active research area where a great deal of work is ongoing in order to find the
best results.

We studied this topic about emotion through facial expressions in the video. We started
with a brief reminder about artificial intelligence, machine learning, and deep learning. Then
we moved on to defining the meaning of emotions and mentioned the different theories that
classify them and the different areas of use of emotions. We touched also on some studies
related to emotion recognition where we mentioned some of the first studies on this topic using

traditional methods, machine learning methods and deep learning methods.

We proposed a model for recognizing emotions by facial expressions using a convolutional
neural network on the Acted Facial Expressions In The Wild dataset and our model achieved
a goods results.

Due to the lack of capabilities and resources, we could not apply the temporal neural network,
as this network has several characteristics over other neural networks. Therefore, it must be

used in future work. Some other interesting extension of the present work are:



Chapter 4. Conclusion

e Investigate the incorporation of other signals for emotion recognition such as: speech,
ECG, etc.

e Recognition of the emotion in video of a group of person

e Exploration of multidimensional TCN models
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