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Abstract

This thesis deals with some existence of Random solutions and the Ulam stability for a class

of Katugampola Random fractional differential equations in Banach spaces with delay. We use

the Random fixed point theorem for the existence of Random solutions, and we prove that our

problem is generalized Ulam-Hyers-Rassias stable. An illustrative example is presented .

Keywords: differential equation, Katugampola fractional integral, Katugampola fractional

derivative, Random solution, Banach space, Ulam stability, fixed point,delay.

Résumé

Ce mémoire traite de l’existence de solutions aléatoire leur ou sens et de la stabilité de Ulam

pour une classe d’équations différentielles fractionnaires avec dérivé de Katugampola avec retard

dans des espaces de Banach. on utilise le théorème de point fixe pour l’existence de solutions

aléatoire , et nous prouvons que notre problème est d’Ulam-Hyers-Rassias généralement stable.

Un exemple illustratif est présenté .

Mot clé: équation différentielle,Intégrale fractionnaire de katugampola,dérivé fractionnaire de

Katugampola, solution aléatoire ,espace banach,Ulam stabilité, point fixe ,retard.



RATING

Rating Definition

N Set of natural numbers.

R Set of real numbers .

n! Factorial (n) , n ∈ N .

Γ (.) : Gamma function .

β (.) : Beta function.
RLIαa : The Riemann-Liouville fractional integral of order α > 0.

RLDα
a : The Riemann-Liouville fractional derivative of order

cDα
a : The Caputo fractional derivative of order α > 0..

HIαa : The hadmarad fractional integral of order α > 0.

HDα
a : The hadmarad fractional derivative of order α > 0.

ρIαa : The Katugampola fractional integral of order α > 0.

ρDα
a : The Katugampola fractional derivative of order α > 0.

L1 (I, E) : the Banach space of measurable function

Cρζ (I) : space of continuous functions .
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INTRODUCTION

The history of fractional calculus dates back to the 17th century. So many mathematicians

define the most used fractional derivatives, Riemann-Liouville in 1832, Hadamard in 1891 and

Caputo in 1997 [24, 27, 31] . Fractional calculus plays a very important role in several fields

such as physics, chemical technology, economics, biology; see [2, 24] and the references therein.

In 2011, Katugampola introduced a derivative that is a generalization of the Riemann-Liouville

fractional operators and the fractional integral of Hadamard in a single form [21, 22, 29].

Historically, differential equations went through the beginning of development From analysis,

generally when mechanical problems or Engineering from [2, 9, 24].

Classical theory of mathematical modeling of transformation Physics is the assumption that

the future behavior of a system can be summed up, In the inevitable framework, by its present

alone, without relying on its development frontal. This assumption leads to modeling in the

form of fractional differential equations. But there are many cases where this theory is true It

is put in a state of deficiency, after which it is necessary to take into account other phenomena,

This then increases the complexity of the system analysis. Among these reasons is the phe-

nomenon of delay or heredity that characterizes the effect That the condition of the operation

is exercised on its current behavior. Thus, fractional differential equations with delays can

no longer be To be written mathematically in the form of a fractional differential, But it is

described by genetic equations that becomes its theoretical dimension No final.

Fractional differential equations arise late in the formulation many dynamic phenomena in

which some effects are not immediate, But it intervenes with a delay, in other words when

the situation is at a certain moment a function of his past. It can be found in many areas of

application, particularly in economics, Physics, medicine, biology, [8] The importance of being

late Or such a model may be different: the time of gestation in biology, the time of driving

reaction, the incubation period of an infectious disease, accumulation time. Thus, we find in

1
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the theory of these fractional differential equations with a delay from[8, 14, 28]

In this thesis we will focus on fractional differential equations With a delay and more

accurately the results The solutions are unique. These results are based on the fixed point

theory and the concept of Ulam-Hyers-Rassias stability [5, 6, 7, 11, 16, 17, 19, 20, 26, 28, 30]

The memory is organized as follows :

In the first chapter, we will present some preliminary notions about fractional calculation

about fractional calculus (the Gamma function, the Beta function the derivatives and the

fractional integrals of Caputo, Rimmann- Liouville ,Hadamard,Katugampola).

In the second chapter, we analyzed the article on dynamics and stability of Katugam-

pola stochastic fractional differential Equations which is investigating the following class of

Katugampola random fractional differential equation see [10]

ρDζ
0u (t, w) = h (t, ut (t, w) , w) , t ∈ I = [0, T ] ,

with the terminal condition

u (T,w) = uT (w) .

where ρDζ
0 is Katugampola operator of order ζ with 0 < ζ ≤ 1 and ρ > 0 , T > 0, xT : Ω 7→ E

is a measurable function , h : I × C × Ω 7→ E is a measurable function , and Ω is the sample

space in a probability space, and (E, ∥.∥) is a Banach space.

In the third chapter, we study the existence and uniqueness of solutions for fractional

differential equations with finite delay

ρDζ
0u (t, w) = h (t, ut (t, w) , w) , t ∈ I = [0, T ] ,

and

u (t, w) = g (t, w) , t ∈ [−α, 0] .

where ρDζ
0 is Katugampola operator of order ζ with 0 < ζ ≤ 1 and ρ > 0 , T > 0, g : [−α, 0]×

Ω 7→ E is a measurable continuous function in [−α, 0] α is the delay α > 0 , h : I×Cα×Ω 7→ E

is a measurable function , CT = Cζρ ([−α, T ] , E) the Banach space defined on [−α, T ] and Ω is

the sample space in a probability space, and (E, ∥.∥) is a Banach space.

ut = u (t+ τ) , τ ∈ [−α, 0] .

2



CHAPTER 1

PRELIMINARIES

1.1 Functional spaces

By C (I) := C (I,E) we denote the Banach space of all continuous functions x : I −→ E with

the norm

∥x∥∞ = supx∈I |x(ξ)| ,

and L1(I;E) denotes the Banach space of measurable function x : I −→ E with are Bochner

integrable, equipped with the norm

∥x∥L1 =

∫
I

|x(ξ)| dξ.

Let C = Cζρ (I) be the weighted space of continuous functions defined by

Cζρ (I) =
{
x : I → E : ξρ(1−ζ)x(ξ) ∈ C (I)

}
,

With the norm

∥x∥C := supξ∈I∥ξρ(1−ζ)x(ξ)∥∞.

Also Let Cα = C ([−α; 0]) be the weighted space of continuous functions

with the norm

∥g∥Cα = sup
τ∈[−α;0]

∥g (τ) ∥,

and

∥xτ∥Cα = sup
σ∈[−α;0]

∥x (τ + σ) ∥.

3



4 Chapter 1. Preliminaries

Consider CT = Cζρ ([−α, T ] , E) the Banach space defined on [−α, T ] with the norm

∥x∥CT = ∥x∥C + ∥x∥Cα .

1.2 Special Functions

1.2.1 Gamma function

The Euler Gamma function is an extension of the factorial function to real numbers and is

considered the most important Eulerian function used in fractional calculus because it appears

in almost every fractional integral and derivative definitions.

Definition 1.2.1 [25]

Γ (z) :=

∫ +∞

0

e−ttz−1dt, z > 0.

For positive integer values n, the Gamma function becomes Γ(n) = (n− 1)! and thus can be

seen as an extension of the factorial function to real values. An important property of the

gamma function is that it satisfies Γ(z + 1) = zΓ(z) a > 0.

Example 1.2.1 (Some particular values of Γ (z) )

1.

Γ

(
1

2

)
=

∫ +∞

0

e−tt
1
2dt, let t = y2, dt = 2ydy

=

∫ +∞

0

e−y2y−12ydy

= 2

∫ +∞

0

e−y2dy

= 2

√
π

2

=
√
π.

2.

Γ (1) =

∫ +∞

0

e−tt1−1dt

=
[
−e−t

]∞
0

= 1.

4



5 Chapter 1. Preliminaries

1.2.2 Beta Function

Definition 1.2.2 [25]: The Beta function, or the first order Euler function, can be defined

as

B (m,n) =

∫ 1

0

tm−1(1− t)n−1dt, n > 0,m > 0. (1.1)

Proposition 1.2.1 [25]:

We use the following formula which expresses the beta function in terms of the gamma function

. ∀n > 0,m > 0

• (1)

B(m,n) = B(n,m) (1.2)

• (2)

B(m,n) =
Γ(n)Γ(m)

Γ(n+m)
. (1.3)

Proof.Property (1):

we have B (m,n) =
∫ 1

0
tm−1(1− t)n−1dt , n > 0,m > 0 .

Using the change of variable t = 1− x , we get

B (m,n) =
∫ 1

0
(1− x)m−1tn−1dt = B(n,m).

Property (2):

Letting :

Γ (s1) =

∫ +∞

0

xs1−1e−xdx, (1.4)

and and

Γ (s2) =

∫ +∞

0

ys2−1e−ydy, (1.5)

From (1.4) and (1.5) , we have

Γ (s1) Γ (s2) =

∫ +∞

0

xs1−1e−xdx,

∫ +∞

0

ys2−1e−ydy

Let’ s put

x = u2 → dx = 2udu,

y = v2 → dy = 2vdv.

5



6 Chapter 1. Preliminaries

We have

Γ (s1) Γ (s2) =

∫ +∞

0

u2s1−2e−u2

2udu.

∫ +∞

0

v2s2−2e−v22vdv

= 4

∫ +∞

0

u2s1−1e−u2

du.

∫ +∞

0

v2s2−1e−v2dv

= 4

∫ +∞

0

(∫ +∞

0

v2s2−1e−v2dv

)
u2s1−1e−u2

du

= 4

∫ +∞

0

∫ +∞

0

v2s2−1e−v2u2s1−1e−u2

dvdu

= 4

∫ +∞

0

∫ +∞

0

v2s2−1u2s1−1e−(u
2+v2)dvdu

Using the following change of variablev = r cos (α)

u = r sin (α)

⇒ dvdu = rdαdr ,

So :

Γ (s1) Γ (s2) = 4

∫ +∞

0

∫ π
2

0

r2s2−1 cos (α)2s2−1 r2s1−1 sin (α)2s1−1 e−r2rdαdr

= 4

∫ +∞

0

∫ π
2

0

r2s2−1r2s1−1e−r2r cos (α)2s2−1 sin (α)2s1−1 dαdr

= 4

∫ +∞

0

(∫ π
2

0

cos (α)2s2−1 sin (α)2s1−1 dα

)
r2s1+2s2−2e−r2rdr

= 4

∫ +∞

0

∫ π
2

0

r2s1+2s2−2e−r2rdr

∫ π
2

0

cos (α)2s2−1 sin (α)2s1−1 dα

=

∫ +∞

0

r2s1+2s2−2e−r22rdr.2

∫ π
2

0

cos (α)2s2−1 sin (α)2s1−1 dα

=

∫ +∞

0

(
r2
)s1+s2−1

e−r22rdr.2

∫ π
2

0

cos (α)2s2−1 sin (α)2s1−1 dα

Let’ s

r2 = u ⇛ 2rdr = du, we have :∫ +∞

0

us1+s2−1e−uudu.2

∫ π
2

0

cos (α)2s2−1 sin (α)2s1−1 dα

Γ (s1 + s2) .2

∫ π
2

0

cos (α)2s2−1 sin (α)2s1−1 dα

Thus :
Γ (s1) Γ (s2)

Γ (s1 + s2)
=

∫ π
2

0

cos (α)2s2−2 sin (α)2s1−2 2 cos (α) sin (α) dα

Let’ s :

u = (sin (α))2 ⇛ du = 2 sin (α) cos (α) dαwe obtain , :

6



7 Chapter 1. Preliminaries

Γ (s1) Γ (s2)

Γ (s1 + s2)
=

∫ 1

0

us1−1 (1− u)s2−1 du.

Consequently

β (s1, s2) =
Γ (s1) Γ (s2)

Γ (s1 + s2)
=

∫ 1

0

us1−1 (1− u)s2−1 du.

1.3 Elements From Fractional Calculus Theory

In this section, we recall some definitions of fractional integral and fractional differential oper-

ators that include all we use throughout this theme

1.3.1 The Riemann-Liouville

Definition 1.3.1 [2]: The Riemann-Liouville fractional integral operator of the function h∈

L1(I;E) of order ζ ∈R+is defined by

RLIζ0h(t) =
1

Γ(ζ)

∫ t

0

(t− s)ζ−1h(s)ds. (1.6)

Example 1.3.1 [24]: Let a > 0, and b > −1 . Then

Ia0 t
b =

Γ(b+ 1)

Γ(a+ b+ 1)
ta+b.

Lemma 1.3.1 [24]: The following basic properties of the Riemann-Liouville integrals hold :

1. The integral operator Ia0 is linear.

2. The semigroup property of the fractional integration operator Ia0 is given by the following

result

Ia0
(
Ib0h (t)

)
= Ia+b

0 h (t) , a, b > 0, (1.7)

holds at every point if f ∈ C([0,T]) and holds almost every where if f ∈ L1([0,T]),

3. Commutativity

Ia0
(
Ib0h (t)

)
= Ib0 (I

a
0h (t)) , a, b > 0,

Definition 1.3.2 [2]: The Riemann-Liouville fractional derivative of order ζ ∈ R+ is defined

by

7



8 Chapter 1. Preliminaries

RLDζ
0h(t) =

1

Γ(n− ζ)

(
d

dζ

)n ∫ t

0

(t− s)n−ζ−1h(s)ds, =

(
d

dt

)n [
In−af(t)

]
. (1.8)

Example 1.3.2 [24, 25]:

Let a > 0 , β > −1 and f (t) = (t− a)β then

(
RLIαa f

)
(t) =

Γ (β + 1)

Γ (β + α + 1)
(t− a)β+α a > 0, β > −1, (1.9)

(
RLDα

a f
)
(t) =

Γ (β)

Γ (β − α + 1)
(t− a)β−α a > 0, β > −1. (1.10)

This because (
RLIαa

)
=

1

Γ (α)

∫ t

a

(t− s)α−1 (t− a)β ds.

Performing the change of variable

t = a+ τ (t− a) , 0 ≤ τ ≤ 1. (1.11)

So (1.7) becomes (
RLIαa

)
=

(t− a)α+β

Γ (α)

∫
0

1τβ (1− τ)α−1 dτ.

By using (1.1) and the property (1.3) we have

(
RLIαa

)
=

β (β + 1, α)

Γ (α)
(t− a)α+β

=
Γ (β + 1)

Γ (β + α + 1)
(t− a)α+β .

In particular if β = 0 and α > 0 then the fractional The Riemann-Liouville derivative of a

constant is generally null indeed , we have

(
RLDα

aC
)
(t) =

C

Γ (1− α)
(t− a)−α α > 0.

It was necessary to establish the following result.

Proposition 1.3.1 [24, 25] Let m > α > m− 1 and then

RLDα
a f (t) = 0 ⇒ f (t) =

m−1∑
j=0

cj
Γ (j + 1)

Γ (j + 1 + α−m)
(t− a)j+α−j , ∀c1....cn ∈ R. (1.12)

Particular if 1 > α > 0 then

RLDα
a f (t) = 0 ⇛ f (t) = c (t− a)α−1 , ∀c ∈ R.

8



9 Chapter 1. Preliminaries

Proposition 1.3.2 [24, 25]:

The Riemann -liouville derivation operator has the following properties boast :

1. It is linear operator.

2. lim
α→m−1

(
RLDα

a f
)
= f (m−1) and lim

α→m

(
RLDα

a f
)
= f (m).

3. RLDα
a I

α
a = id.

1.3.2 Caputo fractional derivative

Definition 1.3.3 [24]:

Let α ∈ ]m− 1,m[ and f ∈ Cm ([a, b]) we call the derivative of f in the sense of caputo the

function defined is defined by

(cDα
a f) (t) =

(
Im−α
a f (m)

)
(t)

=
1

Γ (m− α)

∫ t

a

(t− x)m−α−1 f (m) (x) dx. (1.13)

Lemma 1.3.2 [24]:

the Riemann derivative and the caputo derivative are related by the formula

(cDα
a f) (t) = RLDα

a

[
f (t)−

m−1∑
j=0

f (j) (t− a)j

j

]
,

you can also write

(cDα
a f) (t) =

(
RLDα

a f
)
(t)−

m−1∑
j=0

f (j) (t− a)j−α

Γ (j + 1− α)
. (1.14)

Proof.we have by definition

(cDα
a f) (t) =

(
Im−α
a f (m)

)
(t) =

(
d

dt

)n

Ima Im−α
a f (m) (t)

=

(
d

dt

)n

Im−α
a Ima f (m) (t)

=

(
d

dt

)n

Im−α
a

[
f (t)−

m−1∑
j=0

f (j) (a) (x− a)j

j!

]

= RLDα
a

[
f (t)−

m−1∑
j=0

f (j) (a) (x− a)j

j!

]

=
(
RLDα

a f
)
(t)−

m−1∑
j=0

f j (a) (x− a)j−α

Γ (j + 1− α)
.

9



10 Chapter 1. Preliminaries

Example 1.3.3 [24]:

We deduce that if f (m) = 0 for j = 0.1.2..m−1, we have cDα
a =RL Dα

a concerning the derivative

of function t 7→ (t− α)β , we have

(cDα
a f) (t) = RLIm−α

a

[(
d

dt

)n

(t− α)β
]

= RLIm−α
a

(
Γ (β + 1)

Γ (β + 1−m)

)
(t− α)β−m

=

(
Γ (β + 1)

Γ (β + 1−m)

)RL

Im−α
a (t− α)β−m

=
Γ (β + 1−m)

Γ (β + 1− α)
(t− α)β−α

=⇒ (cDα
a f) (t) =

Γ (β + 1− α)

Γ (β + 1− α)
(t− α)β−α . (1.15)

The derivative of a constant function in the caputo sense is zero , according to (??)

cDα
aC =RL Im−α

a (0) = 0. (1.16)

Proposition 1.3.3 [25]:

Let α ∈ ]m− 1,m[ and f ∈ Cm ([a, b]) We have

1. cDα
a

[
RLIαa f

]
= f .

2. cDα
a

[
RLIαa f

]
= 0 then f (t) =

∑m−1
j=0 cj (t− a)j.

3. cIαa [cDα
a f ] (t) = f (t) +

∑m−1
j=0

(t−a)j

j!
f (j) (a).

4. If 0 ≤ α and β ≤ 1 with α + β ≤ 1 and of class C1

(
cDα

a ◦c Dβ
a

)
f =c Dα+β

a =
(
cDβ

a ◦c Dα
a

)
f.

1.3.3 The Hadamard fractional

Definition 1.3.4 [3] The Hadamard fractional integral of order ζ is defined as

(
HIζah

)
(t) :=

1

Γ (ζ)

∫ t

1

(
log

t

s

)ζ−1

h (s)
ds

t
, ζ > 0. (1.17)

provided that the left-hand side is well defined for almost every t ∈ (0, T )

Example 1.3.4 [3]:

10



11 Chapter 1. Preliminaries

Let f be the function defuned by :

f(t) = logβ
(
t

a

)
, β > −1,

we have :

Iα logβ
(
t

a

)
=

1

Γ(α)

∫ t

a

logα−1

(
t

τ

)
logβ

(τ
a

) dτ

τ
.

By the change of variable x =
log(τ)− log(a)

log(t)− log(a)
and beta function it follows that

Iα logβ
(
t

a

)
=

1

Γ(α)

∫ 1

0

[
log

(
t

a

)
− x log

(
t

a

)]α−1

x logβ
(
t

a

)
log

(
t

a

)
dx

=
1

Γ(α)
logα+β

(
t

a

)∫ 1

0

(1− x)α−1xβdx

=
1

Γ(α)
logα+β

(
t

a

)
B(α, β + 1)

=
1

Γ(α)
logα+β

(
t

a

)
Γ(α)Γ(β)

Γ(α + β + 1)

=
Γ(β + 1)

Γ(α + β + 1)
logα+β

(
t

a

)

for α = 1 and β = 1 we obtain I1 log
(
t
a

)
= Γ(2)

Γ(3)
log2

(
t
a

)
= 1

2
log2

(
t
a

)
,

If α = 1
2
, we have

I
1
2 logβ

(
t

a

)
=

Γ(β + 1)

Γ(β + 3
2
)
logβ+

1
2

(
t

a

)
.

Proposition 1.3.4 [3]:

let f,g ∈ C ([a, b]) for α ≥ 0 , β ≥ 0 and A,B ∈ R we have

1. HIαa
(
HIβa f

)
(t) =H Iβa

(
HIαa f

)
(t) =H Iα+β

a f (t)

2. HIαa [Af (t) +Bg (t)] = AHIαa f (t) +BHIαa g (t)

Definition 1.3.5 [3]

The Hadamard fractional derivative of order α is defined as

(
HDα

0 h
)
(t) : =

(
t
d

dt

)n (
In−α
a f

)
(t) (1.18)

=
a

Γ (n− α)

(
t
d

dt

)n ∫ t

a

(
log

t

s

)n−α−1

f (s)
ds

t
ds, n ∈ N∗, n− 1 < α ≤ n, t > a.

Such as δ = t d
dt

.

provided that the left-hand side is well defined for almost every t ∈ (0.T ).

11



12 Chapter 1. Preliminaries

Example 1.3.5 [24]:

We consider the function defined by

f : t −→
(
log

t

a

)β

,

We have

HDα
a

(
log

t

a

)β

=
1

Γ (n− α)

(
t
d

dt

)n ∫ t

a

(
log

t

s

)n−α−1(
log

t

a

)β
ds

t
ds

By change of variable x =
log s

a

log t
a

, we obtain

HDα
a

(
log

t

a

)β

=

(
t d
dt

) (
log t

s

)n−α+β

Γ (n− α)

∫ 1

0

µβ (1− µ)n−α−1 dµ

=
Γ (β + 1)

Γ (n− α + β + 1)

(
t
d

dt

)n(
log

t

s

)n−α+β

.

If we take β = 5
2

, α = 1
2

then

HD
1
2
a

(
log

t

a

) 5
2

=
Γ
(
7
2

)
Γ (4)

(
t
d

dt

)1(
log

t

s

)3

=
15
√
π

64

(
log

t

s

)2

.

If we take β = 0 , α = 5
2

then

HD
1
2
a

(
log

t

a

)0

=
Γ (1)

Γ
(
1
2
+ 1
) (t d

dt

)1(
log

t

s

) 1
2

=
4√
π

(
log

t

s

)− 1
2

Is not nulle.

Proposition 1.3.5 [24] Let α ≤ β ≤ 0 .If f ∈ C ([a, b]) then :

HDα
a

(
HIβa f

)
(t) =H Iα−β

a f (t) .

In particular if α = β then
HDα

a

(
HIαa f

)
(t) = f (t) .

12
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1.3.4 The Katugampola fractional

Definition 1.3.6 [2] The Katugampola fractional integrals of order (ζ > 0) is defined by

ρIζ0h (t) =
ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s) ds, (1.19)

for ρ > 0.

Definition 1.3.7 [2] The Katugampola fractional derivative of order (ζ > 0) is defined by

ρDζ
0h (t) =

(
t1−ρ d

dt

)n (
ρIζ0h

)
(t)

=
ρζ−n+1

Γ (n− ζ)

(
t1−ρ d

dt

)n ∫ t

0

sρ−1

(tρ − sρ)ζ−n+1
h (s) ds, (1.20)

for ρ > 0 , provided that the left-hand side is well defined for almost every t ∈ (0, T ).

We present in the following theorem some properties of Katugampola fractional integrals and

derivatives.

Example 1.3.6 [22] We find the generalized derivative of the function f (x) = xv where v ∈ R

. The formula (1.20) yields

ρDα
0 x

v =
ρα

Γ (1− α)

(
x1−ρ d

dx

)∫ x

0

tρ−1

(xρ − tρ)α
tvdt. (1.21)

To evaluate the inner integral, use the substitution u = tρ

xρ to obtain
(
du = 1

ρ
t1−αdu tv = u

v
ρ .xv

)
∫ x

0

tρ−1

(xρ − tρ)α
tvdt =

xv+ρ(1−α)

ρ

∫ 1

0

u
v
ρ

(1− u)α
du

=
xv+ρ(1−α)

ρ
β

(
1− α, 1 +

v

ρ

)
,

where β (., .) is the Beta function. Thus, we obtain,

ρDα
0 x

v =
Γ
(
1 + v

ρ

)
ρα−1

Γ
(
1 + v

ρ
− α

) xv−α.ρ,

Theorem 1.3.1 [21, 22]: Let 0 < Re(ζ) < 1 and 0 < Re(η) < 1 and ρ > 0, for a > 0 :

• Index property (
ρDζ

a

)
(ρDη

ah) (t) =
ρ Dζ+η

a h (t) ,

13



14 Chapter 1. Preliminaries

(
ρIζa
)
(ρIηah) (t) =

ρ Iζ+η
a h (t) .

• Linearity property
ρDζ

a (h+ g) (t) =ρ Dζ
ah (t) +

ρ Dζ
ag (t) ,

ρIζa (h+ g) (t) =ρ Iζah (t) +
ρ Iζag (t) .

Proof.:

• Using Fubinis Theorem, for ”sufficiently good” function h, we have

(
ρIζa
)
(ρIηah) (t) =

ρ1−ζ

Γ (ζ)

∫ t

a

sρ−1

(tρ − sρ)1−ζ

ρ

Iη0 (h (s)) ds

=
ρ1−ζ

Γ (ζ)

∫ t

a

sζ−1 (tρ − sρ)ζ−1 ρ1−η

Γ (η)

∫ s

a

xρ−1 (sρ − xρ)η−1 h (x) dxds

=
ρ1−ζ−η

Γ (ζ) Γ (η)

∫ t

a

h (x)xρ−1dx

∫ t

x

ρ
(
tρ − sρ−1

)
sρ−1

. (sρ − xρ)η−1 ds. (1.22)

Let (sρ − xρ) = u (tρ − xρ) , we get ρsρ−1ds = (tρ − xρ) du then

∫ t

x

ρ (tρ − sρ)ζ−1 (sρ − xρ)η−1 sρ−1ds =

∫ 1

0

uη−1 (tρ − xρ)η−1 (tρ − xρ) du

=

∫ 1

0

(tρ − xρ)ζ−1 u1−ζuη−1 (tρ − xρ)η−1 (tρ − xρ) du

= (tρ − xρ)ζ+η−1B (ζ, η)

= (tρ − xρ)ζ+η−1 .
Γ (ζ) Γ (η)

Γ (ζ + η)
. (1.23)

according to the known formulae for the beta function Substituting (1.23) into (1.22), we

obtain

(
ρIζa
)
(ρIηah) (t) =

ρ1−ζ−η

Γ
(ζ) Γ (η)

∫ t

a

h (x)xρ−1 (tρ − xρ)ζ+η−1 .
Γ (ζ) Γ (η)

Γ (ζ + η)
dx

=
ρ1−ζ−η

Γ
(ζ + η)

∫
at

xρ−1

(tρ − xρ)1−ζ−η
h (x) dx

= ρIζ+η
0 h (t) .

• The results follow from direct integration and derivatives

14
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for katugampola fractional integral of order ζ ∈ R+ defined by (1.19), we obtain

ρIζ0 (h+ g) =
ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
(h+ g) (s) ds

=
ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s) ds+

ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
g (s) ds

= ρIζ0h (t) +
ρ Iζ0g (t) .

for katugampola fractional derivatives of order ζ ∈ R+ defined by (1.20), we get

ρDζ
0 (h+ g) =

(
t1−ρ d

dt

)n (
ρIζ0 (h+ g)

)
(t)

=

(
t1−ρ d

dt

)n (
ρIζ0h

)
(t) +

(
t1−ρ d

dt

)n (
ρIζ0g

)
(t)

= ρIζ0h (t) +
ρ Iζ0g (t) .

Theorem 1.3.2 [10, 21, 22]:

Let ρ be a complex number, Re (ρ) > 0,n = [Re(ρ)] and ρ > 0: Then, for t > a,

1.

lim
ρ→1

(
ρIζah

)
(t) =

1

Γ (ζ)

∫ t

a

(t− s)ζ−1 h (s) ds (1.24)

2.

lim
ρ→0

(
ρIζah

)
=

1

Γ (ζ)

∫ t

a

(
log

t

s

)ζ−1

h (s)
ds

t
(1.25)

3.

lim
ρ→1

(
ρDζ

ah
)
=

1

Γ (n− ζ)

(
d

dt

)n ∫ t

a

(t− s)n−ζ−1 f (s) ds (1.26)

4.

lim
ρ→0

(
ρDζ

ah
)
=

1

Γ (n− ζ)

(
t
d

dt

)n ∫ t

a

(
log

t

s

)n−ζ−1

h (s)
ds

t
ds (1.27)

Proof.The equations (1.24) and (1.26) follow from taking limits when ρ → 1, while (3.2) follows

from the L’Hospital rule by noticing that

lim
ρ→0

ρ1−ζ

Γ (ζ)

∫ t

a

h (s) sρ−1

(tρ − sρ)1−ζ
=

1

Γ (ζ)

∫ t

a

lim
ρ→0

h (s) sρ−1

(
tρ − sρ

ρ

)ζ−1

ds

=
1

Γ (ζ)

∫ t

a

(
t

s

)ζ−1

h (s)
ds

s
.

15
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The proof of (1.27)

lim
ρ→0

ρζ−n+1

Γ (n− ζ)

(
t1−ρ d

dt

)n ∫ t

a

h (s) sρ−1

(tρ − sρ)ζ−n+1
=

1

Γ (n− ζ)
lim
ρ→0

(
t1−ρ d

dt

)n ∫ t

a

h (s) sρ−1

.

(
tρ − sρ

ρ

)n−ζ+1

ds

=
1

Γ (n− ζ)

(
t
d

dt

)n ∫ t

a

(
log

t

s

)n−ζ−1

h (s)
ds

t
ds.

Remark 1.3.1 :[10]

1. lim
ρ→1

(
rIζah

)
=
(
RLIζah

)
(t).

2. lim
ρ→0

(
rIζah

)
=
(
hIζah

)
(t).

3. lim
ρ→1

(
rDζ

ah
)
=
(
RLDζ

ah
)
(t).

4. lim
ρ→0

(
rDζ

ah
)
=
(
hIζah

)
(t).

Lemma 1.3.3 [10]:

Let 0 < ζ < 1. The fractional equation
(
ρDζ

0v
)
(t) = 0, , has as solution

v (t) = ctρ(ζ−1), (1.28)

with c ∈ R.

Lemma 1.3.4 [10]:

Let 0 < ζ < 1. Then
ρIζ0

(
ρDζ

0h
)
(t) = h (t) + ctρ(ζ−1). (1.29)

Proof.

Let n=1 and ρIζ0h (t) =
(
t1−ρ d

dt

)ρ
Iζ+1
0 h (t), we have

Iζ0

(
ρDζ

0h
)
(t) =

(
t1−ρ d

dt

)
Iζ+1
0 Dζ

0h (t)

=

(
t1−ρ d

dt

)(
ρ−ζ

Γ (ζ + 1)

∫ t

0

sρ−1

(tρ − sρ)−ζ

(
ρDζ

0h (s)
)
ds

)

=

(
t1−ρ d

dt

)(
ρ−ζ

Γ (ζ + 1)

∫ t

0

sρ−1

(tρ − sρ)−ζ

[(
s1−ρ d

ds

)(
I1−ζ
0 h

)
(s)

]
ds

)

=

(
t1−ρ d

dt

)(
ρ−ζ

Γ (ζ + 1)

∫ t

0

(tρ − sρ)ζ
[
d

ds

(
I1−ζ
0 h

)
(s)

]
ds

)

16
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Notice here that the integral is evaluated by

g = (tρ − sρ) → g′ = −ρζsρ−1 (tρ − sρ)ζ−1 ,

f ′ =
d

ds

(
I1−ζ
0 h

)
(s) → f = I1−ζ

0 .

Then

I1 =

(
t1−ρ d

dt

)
ρζ

Γ (ζ + 1)

([
(tρsρ)ζ I1−ζ

0

]t
0

)
,

I2 =

(
t1−ρ d

dt

)
ρ−ζ

Γ (ζ + 1)

∫ t

0

ζρsρ−1 (tρ − sρ)ζ−1 I1−ζ
0 h (s) ds.

Hence , we get

I1 = ctρ(ζ−1)

I2 =

(
t1−ρ d

dt

)
ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1 (tρ − sρ)ζ−1 I1−ζ
0 h (s) ds

=

(
t1−ρ d

dt

)
Iζ0
(
I1−ζ

)
h (t)

=

(
t1−ρ

dt

)(
I10h
)
(t)

= h (t) .

Finally, we obtain

ρIζ0

(
ρDζ

0h
)
(t) = h (t) + ctρ(ζ−1).

Definition 1.3.8 [10]:

By a random solution of problem (3.1) and (??) we mean a measurable function x (w, .) ∈ CT
which satisfies (3.1) and (??).

Lemma 1.3.5 [3, 25] :

Let T :Ω×E → E be a mapping such that T (., v) is measurable for all v ⊂ E, and T(w,. ) is

continuous for all w ∈ Ω Then the map (w, v) → T (w, v) is jointly measurable.

Definition 1.3.9 [10]:

A function h : I × E × Ω → E is called random Carathéodory if the following conditions are

satisfied:

17
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• The map (s, w) → h(s, x, w) is jointly measurable for all x ∈ E , and

• The map x → h(s, x, w) is continuous for almost all s ∈ I and w ∈ Ω.

Let ϵ > 0 and ϕ : Ω×I 7→ R+ be a jointly measurable function. We consider the following

inequality

∥∥∥ρDζ
0x (s, w)− h (s, x (s, w) , w)

∥∥∥ ≤ ϕ (s, w) , for s ∈ I and w ∈ Ω. (1.30)

Definition 1.3.10 [4]:

The problem (3.1) and (??) is generalized Ulam-Hyers-Rassias stable with respect to ϕ if there

exists ch.ϕ > 0 such that for each solution x (., w) ∈ CT of the inequality (1.30) there exists

y (., w) ∈ CT satisfies and (3.1) and (??) with

∥∥tρ(1−ζ)x (t, w)− tρ(1−ζ)y (t, w)
∥∥ ≤ ch.ϕϕ (t, w) , t ∈ I, w ∈ Ω. (1.31)

Theorem 1.3.3 [18] :

Let X be a nonempty, closed convex bounded subset of the separable Banach space E and let

G : Ω × X 7→ X be a compact and continuous random operator. Then the random equation

G (w)u = u has a random solution.

1.4 Topics of functional analysis

[13]

Let E, F be two Banach spaces, and let C(E,F ) be the space of all continuous functions

f : E → F .

Definition 1.4.1 Let M be a subset of C(E,F ).

1. M is said to be equicontinuous in u ∈ E if for any ε > 0, there exists η > 0 such that :

∥ f(u)− f(v) ∥F< ε,

and this for all f ∈ Mand for all v ∈ E verifying :

∥ u− v ∥E< η.

2. We say that M is equicontinuous on E, if M is equicontinuous in any u ∈ E. In particular,

18



19 Chapter 1. Preliminaries

if E = [a, b] and F = R. M ∈ C(E,F ) is said to be equicontinuous on E if and only if :

∀ε > 0,∃η > 0,∀f ∈ M,∀x, y ∈ [a, b] : |x− y| < η =⇒| f(x)− f(y) |< ε.

Definition 1.4.2 Let M be a subset of C(E,F ). We say that M is uniformly bounded, if there

exists a constant C > 0 such that :

∥f∥ ≤ C ∀f ∈ M.

Theorem 1 Let M be a part of C([a, b]) equipped with the uniforme convergence norm. M is

relatively compact in C([a, b]) if and only if M is equicontinuous and uniformely bounded.

Definition 1.4.3 Let A : E → F be an operator. We say that :

- A is compact if the image by A of any bounded of E is relatively compact in F .

- A is said to be completely continuous if it is continuous and compact.

Theorem 2 (Arzela-Ascoli theorem)

Let E be a compact Banach space and F any Banach space. A part M of C(E,F ) is rela-

tively compact if and only if:

1. M is equicontinuous on E.

2. For any x ∈ E, the space M(x) defined by :

M(x) = {f(x)/f ∈ M}

is relatively compact in F .

19



CHAPTER 2

DYNAMICS AND STABILITY FOR KATUGAMPOLA

RANDOM FRACTIONAL DIFFERENTIAL EQUATIONS

In the article of Dynamics and stability for Katugampola random fractional differential equa-

tions we investigate the following class of Katugampola random fractional differential equation

see[10] (
ρDζ

0u (t, w)
)
= h (t, ut (t, w) , w) , t ∈ I = [0, T ] , (2.1)

with the terminal condition

u (T,w) = uT (w) , (2.2)

where ρDζ
0 is Katugampola operator of order ζ with 0 < ζ ≤ 1 and ρ > 0 , T > 0, xT : Ω 7→ E

is a measurable function , h : I × C × Ω 7→ E is a measurable function , and Ω is the sample

space in a probability space, and (E, ∥.∥) is a Banach space.

2.1 Preliminaries of article

Lemma 2.1.1 [10] The problem


(
ρDζ

0 (t)
)
= h (t) , t ∈ I := [0, T ] ,

u (T ) = uT ,

(2.3)
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differential equations

has the following solution

u (t) =
ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s) ds− tρ(ζ−1)

T ρ (ζ − 1)

(
ρ1−ζ

Γ (ζ)

∫ T

0

sρ−1

(T ρ − sρ)1−ζ
h (s) ds− uT

)
.

(2.4)

Proof.Solving the equation we use lemma (1.28),(1.29)

ρIζ0

(
ρDζ

0 (t)
)
= u (t) + Ctρ(ζ−1) =ρ Iζ0h (t)

u (t) =ρ Iζ0h (t)− Ctρ(ζ−1)

we get

u (t) =ρ Iζ0h (t)− Ctρ(ζ−1)

From the condition, we get

u (T ) =ρ Iζ0h (T )− CT ρ(ζ−1) = uT

C =
ρIζ0h (T )− uT

T ρ(ζ−1)

hence, we obtain (2.3)

Definition 2.1.1 [10]:

By a random solution of problem (2.1) and (2.2) we mean a measurable function

x (w, .) ∈ Cζρ (I) which satisfies (2.1) and (2.2)

Lemma 2.1.2 u is a random solution (2.1) and (2.2) , if and only if it satisfies

x (t, w) =
ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s) ds− C (w) tρ(ζ−1), (2.5)

where

C (w) =
1

T ρ (ζ − 1)

(
ρ1−ζ

Γ (ζ)

∫ T

0

sρ−1

(T ρ − sρ)1−ζ
h (T, x, w) ds− xT (w)

)
.

Lemma 2.1.3 [3, 25] :

Let T :Ω×E → E be a mapping such that T (., v) is measurable for all v ⊂ E, and T(w,. ) is

continuous for all w ∈ Ω Then the map (w, v) → T (w, v) is jointly measurable.

Definition 2.1.2 [4]:

The problem (2.1) and (2.2) is generalized Ulam-Hyers-Rassias stable with respect to ϕ if there
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exists ch.ϕ > 0 such that for each solution x (., w) ∈ CT of the inequality (1.30) there exists

y (., w) ∈ CT satisfies and (2.1) and (2.2) with

∥∥tρ(1−ζ)x (t, w)− tρ(1−ζ)y (t, w)
∥∥ ≤ ch.ϕϕ (t, w) , t ∈ I, w ∈ Ω. (2.6)

2.2 Existence and Ulam stability results

We shall make use of the following hypothese

• (H1) the function h : I × C → E is a random Caratheodory function .

• (H2) There exist measurable and essentially bounded functions.

li : Ω 7→ C (I) ; i = 1, 2 such that

∥h (t, x, w) ∥ ≤ l1 (t, w) + l2 (t, w) t
ρ(1−r)∥x∥Cα ,

for all x ∈ C and t ∈ I with

l∗i (w) = sup
t∈I

li (t, w) ; i = 1, 2, w ∈ Ω.

Theorem 2.2.1 If (H1) and (H2) hold , and

ρ−ζT ρ

Γ (ζ + 1)
l∗2 (w) < 1, (2.7)

then there exists a random solution for (2.1) and (2.2) .

Proof.Let N : C × Ω → C be the operator defined by

(Nx) (t, w) =
ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, xs (s, w) , w)− C (w) tρ(ζ−1), (2.8)

and

R (w) ≥
∥C (w)∥+ ρ−ζT ρ

Γ(ζ+1)
l∗1 (w)

1− ρ−ζT ρ

Γ(ζ+1)
l∗2 (w)R (w)

, w ∈ Ω. (2.9)

and define the ball

BR = B (0, R (w)) := {x ∈ C∥x∥C ≤ R (w)} .
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For any w ∈ Ω , x ∈ BR and each t ∈ I and we have

∥
(
tρ(1−ζ)Nx

)
(t, w) ∥ ≤ ∥C (w)∥+ ∥ρ

1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, xs (s, w) , w) ds∥

≤ ∥C (w)∥+ ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
∥l1 (s, w) ∥ds

+
ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1T ρ(1−ζ)

(tρ − sρ)1−ζ
∥sρ(1−ζ)l2 (s, w)x (s, w) ∥ds

≤ ∥C (w)∥+ ρ1−ζT ρ(1−ζ)

Γ (ζ)

T ζρ

ζρ
l∗1 (w)

+
l∗2 (w) ρ

1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
∥sρ(1−ζ)x (s, w) ∥ds

≤ ∥C (w)∥+ ρ−ζT ρ

Γ (ζ + 1)
l∗1 (w) +

ρ−ζT ρ

Γ (ζ + 1)
l∗2 (w) ∥x (s, w) ∥C

≤ ∥C (w)∥+ ρ−ζT ζρ

Γ (ζ + 1)
l∗1 (w) +

ρ−ζT ζρ

Γ (ζ + 1)
l∗2 (w)R (w)

≤ R (w) .

Thus

∥N (w)x∥ ≤ R (w) .

Hence

N (w) (BR) ⊂ BR We shall prove that N : Ω × BR 7→ BR satisfies the assumptions of

Theorem

• step1. N (w) is a random operator

From (H1) the map w 7→ h(t, xt, w) is measurable and further the integral is a limit of a

finite sum of measurable functions therefore the map

w −→ ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, x, w) ds,

is measurable.

• step2. N (w) is continuous.

Consider the sequence (xn)n such that xn → u ∈ C.

Set

vn (t, w) = (Nxn) (t, w) and v (t, w) = (Nx) (t, w) .
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Then

∥tρ(1−ζ)vn (t, w)− tρ(1−ζ)v (t, w) ∥

≤ ∥ρ
1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
(h (s, (x)n (s, w) , w)− h (s, x (s, w) , w)) ds∥

≤ ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
∥ (h (s, (x)n (s, w) , w)− h (s, x (s, w) , w)) ∥ds.

By (H1) we obtain

∥tρ(1−ζ)vn (t, w)− tρ(1−ζ)v (t, w) ∥C → 0 as n → ∞.

Consequently , N (w) : BR ⊂ BR is continuous .

• Step 3. N (w)BR is is equicontinuous .

• Case2. For 0 ≤ t1 ≤ t2 ≤ T

∥∥∥tρ(1−ζ)
2 (Nx) (t2, w)− t

ρ(1−ζ)
1 (Nx) (t1, w)

∥∥∥
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≤

∥∥∥∥∥ρ1−ζt
ρ(1−ζ)
2

Γ (ζ)

∫ t2

0

sρ−1

(tρ2 − sρ)1−ζ
h (s, x (s, w) , w) ds

− ρ1−ζt
ρ(1−ζ)
1

Γ (ζ)

∫ t1

0

sρ−1

(tρ1 − sρ)1−ζ
h (s, x (s, w) , w) ds

∥∥∥∥∥
≤

∥∥∥∥∥ρ1−ζt
ρ(1−ζ)
2

Γ (ζ)

∫ t1

0

sρ−1

(tρ2 − sρ)1−ζ
h (s, x (s, w) , w) ds

+
ρ1−ζt

ρ(1−ζ)
2

Γ (ζ)

∫ t2

t1

sρ−1

(tρ2 − sρ)1−ζ
h (s, x (s, w) , w) ds

− ρ1−ζt
ρ(1−ζ)
1

Γ (ζ)

∫ t1

0

sρ−1

(tρ1 − sρ)1−ζ
h (s, x (s, w) , w) ds

∥∥∥∥∥
≤ ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t2

t1

sρ−1

(tρ2 − sρ)1−ζ
∥h (s, (s, w) , w)∥ ds

+

∥∥∥∥∥ρ1−ζt
ρ(1−ζ)
2

Γ (ζ)

∫ t1

0

sρ−1

(tρ2 − sρ)1−ζ
h (s, x (s, w) , w) ds

− ρ1−ζt
ρ(1−ζ)
1

Γ (ζ)

∫ t1

0

sρ−1

(tρ1 − sρ)1−ζ
h (s, x (s, w) , w) ds

∥∥∥∥∥
≤ ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t2

t1

sρ−1

(tρ2 − sρ)1−ζ
∥h (s, x (s, w) , w)∥ ds

+
ρ1−ζ

Γ (ζ)

∫ t1

0

(
t
ρ(1−ζ)
2 sρ−1

(tρ2 − sρ)1−ζ
− t

ρ(1−ζ)
1 sρ−1

(tρ1 − sρ)1−ζ

)
∥h (s, x (s, w) , w)∥ ds

≤ (tρ2 − tρ1)
ζ

Γ (ζ + 1) ρζ
T ρ(1−ζ) (l∗1 (w) + l∗2 (w)R (w))

+
t
ρ(1−ζ)
2

(
− (tρ2 − tρ1)

ζ + tρζ2

)
− t

ρ(1−ζ)
1 tρζ1

Γ (ζ + 1) ρζ
(l∗1 (w) + l∗2 (w)R (w))

≤ tρ2 − t
ρ(1−ζ)
2 (tρ2 − tρ1)

ζ − tρ1 + T ρ(1−ζ) (tρ2 − tρ1)
ζ

Γ (ζ + 1) ρζ
(l∗1 (w) + l∗2 (w)R (w))

→ 0 ;as t1 → t2.

Arzela-Ascoli theorem implies that N : Ω×BR → BR is continuous and compact. Hence; from

Theorem (1.3.3) we deduce the existence of random solution to problem

2.2.1 Ulam stability results

- Now, we prove a result concerning the generalized Ulam-Hyers-Rassias stability of (2.1) and

(2.2) .

We introduce the following additional hypotheses:

• (H3) For any ω ∈ Ω ,Φ (t, .) ⊂ L1 (0,∞) and there exists a measurable and essentially
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bounded function q : Ω 7→ C (I, [0, ∞)) such that

(1 + ∥x− y∥) ∥h (t, x (t, w) , w)− h (t, y (t, w) , w) ∥ ≤ q (t, w)ϕ (t, w) tρ(1−ζ)∥x− y∥.

• (H4) There exists λϕ > 0 such that

ρIζ0ϕ (t, w) ≤ λϕϕ (t, w) .

Remark 2.2.1 : Hypothesis (H3) implies (H2) with

l1 (t, w) = h (t, 0, w) , l2 (t, w) = q (t, w)ϕ (t, w) .

Set

ϕ∗ (w) = sup
t∈I

ϕ (t, w) , q∗ (w) = sup
t∈I

q (t, w) , w ∈ Ω .

Theorem 2.2.2 If (H1) , (H3) (H4)

and
ρ−ζT ρ

Γ (1 + ζ)
< 1, (2.10)

hold. Then the problem (2.1) and (2.2) has random solutions defined on I and and it is gener-

alized Ulam- Hyers-Rassias stable.

Proof.:

From (H1) , (H3) and Remark (2.2.1) ; the problem (2.1) and (2.2) has at least one random

solution y. Then, we have

y (t, w) =
ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, ys (s, w) , w) ds.

Assume x be a random solution (1.30)

∥tρ(1−ζ)x (t, w)− tρ(1−ζ)ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, xs (s, w) , w) ds− C (w) tρ(ζ−1)∥

≤ T ρ(1−ζ)
(
ρIζ0ϕ

)
(t, w) .

From hypotheses (H3) and (H4) , we have

∥tρ(1−ζ)x (t, w)− tρ(1−ζ)y (t, w) ∥
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≤ ∥tρ(1−ζ)x (t, w)− tρ
1−ζρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, y (s, w) , w) ds+ C (w) ∥

+ ∥ρ
1−ζtρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, x (s, w) , w) ds− C (w)

− ρ1−ζtρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, y (s, w) , w) ds+ C (w) ∥

≤ T ρ(1−ζ)
(
ρIζ0ϕ

)
(t, w)

+
ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
∥h (s, x (s, w) , w)− h (s, y (s, w) , w) ∥ds

≤ T ρ(1−ζ)
(
ρIζ0ϕ

)
(t, w)

+
ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
q∗ (w)ϕ (s, w) sρ(1−ζ) ∥x− y∥

1− ∥x− y∥
ds

≤ T ρ(1−ζ)λϕϕ (t, w) + T 2ρ(1−ζ)λϕϕ (t, w) q
∗ (w) .

Thus, we get

∥tρ(1−ζ)x (t, w)− tρ(1−ζ)y (t, w) ∥ ≤
(
1 + T ρ(1−ζ)q∗ (w)

)
T ρ(1−ζ)λϕϕ (t, w)

:= cϕϕ (t, w) .

Hence, problem (2.1) and (2.2) is generalized Ulam-Hyers-Rassias stable.
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CHAPTER 3

DYNAMICS AND STABILITY FOR KATUGAMPOLA

RANDOM FRACTIONAL DIFFERENTIAL EQUATIONS WITH

DELAY

In this chapter we change Equation (2.1) and (2.2) in the article( Dynamics and stability for

Katugampola random fractional differential equations ) with the delay and we use [1, 12, 15, 23]

3.1 Position of the problem

we consider the following initial value problem :


ρDζ

0u (t, w) = h (t, ut, w) , t ∈ I = [0, T ] ,

u (t, w) = g (t, w) , t ∈ [−α, 0] ,

(3.1)

where in this section ρDζ
0 is Katugampola operator of order ζ with 0 < ζ ≤ 1 and ρ > 0g is a

measurable continuous function in [−α, 0] α is the delay α > 0 h is a measurable function in

[0, T ], CT = Cζρ ([−α, T ] , E) the Banach space defined on [−α, T ].

ut (w) = u (t+ τ, w) .

Proposition 3.1.1 Let ζ ∈ [0, 1] and g : Ω × [−α, 0] → E is is a continuous function with

g (0) = 0.Then the problem


(
ρDζ

0u
)
(t) = h (t, ut) , t ∈ I = [0, T ] ,

u (t) = g (t) , t ∈ [−α, 0] ,

(3.2)

has a solution defined by
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u (t) =ρ Iζ0h (t, ut) , t ∈ I = [0, T ] ,

u (t) = g (t) , t ∈ [−α, 0] ,

(3.3)

Proof.Solving the equation

(
ρDζ

0u
)
(t) = h (t, ut)

We get

u (t) = ρIζ0h (t, ut)− ctρ(ζ−1)

u (t) =
ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, us) ds− ctρ(ζ−1)

From the condition, we get c=0

hence, we obtain (3.3) .

3.2 Main results

3.2.1 Existence of solution

Lemma 3.2.1 u is a random solution of (3.1) if and only if it satisfies

u (t, w) = ρ1−ζ

Γ(ζ)

∫ t

0
sρ−1

(tρ−sρ)1−ζ h (s, us (s, w) , w) ds, t ∈ I = [0, T ] ,

u (t, w) = g (t, w) , t ∈ [−α, 0] ,

(3.4)

We shall make use of the following hypothese

• (H1) the function h : I × Cα → E is a random Caratheodory function.

• (H2) There exist measurable and essentially bounded functions li : Ω 7→ C (E), i = 1, 2

such that

∥h (t, x, w) ∥ ≤ l1 (t, w) + l2 (t, w) t
ρ(1−r)∥x∥Cα ,

for all x ∈ Cα and t ∈ I with

l∗i (w) = sup
t∈I

li (t, w) ; i = 1, 2, w ∈ Ω.
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Theorem 3.2.1 If (H1) and (H2) hold , and

ρ−ζT ρ

Γ (ζ + 1)
l∗2 (w) < 1, (3.5)

then there exists a random solution for (3.1) .

Proof.Let N : CT × Ω → CT be the operator defined by

(Nx) (t, w) :=


ρ1−ζ

Γ(ζ)

∫ t

0
sρ−1

(tρ−sρ)1−ζ h (s, xs (s, w) , w) , t ∈ I = [0, T ] ,

g (t, w) , t ∈ J = [−α, 0] ,

(3.6)

and

R (w) ≥
ρ−ζT ρ

Γ(ζ+1)
l∗1 (w)

1− ρ−ζT ρ

Γ(ζ+1)
l∗2 (w)R (w)

, w ∈ Ω, (3.7)

Where

BR = B (0, R (w)) := {x ∈ CT∥x∥CT ≤ R (w)} .

• case1:

For any w ∈ Ω , x ∈ BR and each t ∈ [−α, 0], we have

∥ (Nx) (t, w) ∥ ≤ ∥g (t, w) ∥ ≤ ∥g (w) ∥Cα ≤ ∥g (w) ∥CT ≤ R (w) .

• case2: For any w ∈ Ω , x ∈ BR and each t ∈ I , we have

∥
(
tρ(1−ζ)Nx

)
(t, w) ∥ ≤ ∥ρ

1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, xs (s, w) , w) ds∥

≤ ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
∥l1 (s, w) ∥ds

+
ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1T ρ(1−ζ)

(tρ − sρ)1−ζ
∥sρ(1−ζ)l2 (s, w)xs (s, w) ∥ds
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≤ ρ1−ζT ρ(1−ζ)

Γ (ζ)

T ζρ

ζρ
l∗1 (w)

+
l∗2 (w) ρ

1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
∥sρ(1−ζ)xs (s, w) ∥ds

≤ ρ−ζT ρ

Γ (ζ + 1)
l∗1 (w) +

ρ−ζT ρ

Γ (ζ + 1)
l∗2 (w) ∥x (s, w) ∥CT

≤ ρ−ζT ζρ

Γ (ζ + 1)
l∗1 (w) +

ρ−ζT ζρ

Γ (ζ + 1)
l∗2 (w)R (w)

≤ R (w) .

Thus

∥N (w)x∥ ≤ R (w)

Hence N (w) (BR) ⊂ BR. We shall prove that N : Ω×BR 7→ BR. satisfies the assumptions

of Theorem (1.3.3)

• step1. N (w) is a random operator

– case1 For each t ∈ [−α, 0], we have the map w 7→ g(t, w) is measurable.

– case2 For each t ∈ I, we have from H1 the map w 7→ h(t, xt, w) is measurable and

further the integral is a limit of a finite sum of measurable functions therefore the

map

w −→ ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, xs, w) ds.

is measurable.

• step2. N (w) is continuous.

– Case1: each t ∈ [−α, 0], g (t) continuous then N (w) is continuous

– Case2 : each t ∈ I, Consider the sequence (xn)n such that xn → u ∈ CT .

Set vn (t, w) = (Nxn) (t, w) and v (t, w) = (Nx) (t, w) .

Then

∥tρ(1−ζ)vn (t, w)− tρ(1−ζ)v (t, w) ∥

≤ ∥ρ
1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
(h (s, (xs)n (s, w) , w)− h (s, xs (s, w) , w)) ds∥

≤ ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
∥ (h (s, (xs)n (s, w) , w)− h (s, xs (s, w) , w)) ∥ds.

By (H1), we obtain

31



32
Chapter 3. Dynamics and stability for Katugampola random fractional

differential equations with delay

∥tρ(1−ζ)vn (t, w)− tρ(1−ζ)v (t, w) ∥CT → 0 as n → ∞.

Consequently , N (w) : BR ⊂ BR is continuous .

• Step 3. N (w)BR is is equicontinuous .

– Case1. For −α ≤ t1 ≤ t2 ≤ 0 , we have

∥ (Nx) (t1, w)− (Nx) (t2, w) ∥ =∥g (t1, w)− g (t2, w) ∥ → 0 as t1 → t2.

– Case2. For 0 ≤ t1 ≤ t2 ≤ T , we have

∥∥∥tρ(1−ζ)
2 (Nx) (t2, w)− t

ρ(1−ζ)
1 (Nx) (t1, w)

∥∥∥

≤

∥∥∥∥∥ρ1−ζt
ρ(1−ζ)
2

Γ (ζ)

∫ t2

0

sρ−1

(tρ2 − sρ)1−ζ
h (s, xs (s, w) , w) ds

− ρ1−ζt
ρ(1−ζ)
1

Γ (ζ)

∫ t1

0

sρ−1

(tρ1 − sρ)1−ζ
h (s, xs (s, w) , w) ds

∥∥∥∥∥
≤

∥∥∥∥∥ρ1−ζt
ρ(1−ζ)
2

Γ (ζ)

∫ t1

0

sρ−1

(tρ2 − sρ)1−ζ
h (s, xs (s, w) , w) ds

+
ρ1−ζt

ρ(1−ζ)
2

Γ (ζ)

∫ t2

t1

sρ−1

(tρ2 − sρ)1−ζ
h (s, xs (s, w) , w) ds

− ρ1−ζt
ρ(1−ζ)
1

Γ (ζ)

∫ t1

0

sρ−1

(tρ1 − sρ)1−ζ
h (s, xs (s, w) , w) ds

∥∥∥∥∥
≤ ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t2

t1

sρ−1

(tρ2 − sρ)1−ζ
∥h (s, xs (s, w) , w)∥ ds

+

∥∥∥∥∥ρ1−ζt
ρ(1−ζ)
2

Γ (ζ)

∫ t1

0

sρ−1

(tρ2 − sρ)1−ζ
h (s, xs (s, w) , w) ds

− ρ1−ζt
ρ(1−ζ)
1

Γ (ζ)

∫ t1

0

sρ−1

(tρ1 − sρ)1−ζ
h (s, xs (s, w) , w) ds

∥∥∥∥∥
≤ ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t2

t1

sρ−1

(tρ2 − sρ)1−ζ
∥h (s, xs (s, w) , w)∥ ds

+
ρ1−ζ

Γ (ζ)

∫ t1

0

(
t
ρ(1−ζ)
2 sρ−1

(tρ2 − sρ)1−ζ
− t

ρ(1−ζ)
1 sρ−1

(tρ1 − sρ)1−ζ

)
∥h (s, xs (s, w) , w)∥ ds

≤ (tρ2 − tρ1)
ζ

Γ (ζ + 1) ρζ
T ρ(1−ζ) (l∗1 (w) + l∗2 (w)R (w))

+
t
ρ(1−ζ)
2

(
− (tρ2 − tρ1)

ζ + tρζ2

)
− t

ρ(1−ζ)
1 tρζ1

Γ (ζ + 1) ρζ
(l∗1 (w) + l∗2 (w)R (w))

≤ tρ2 − t
ρ(1−ζ)
2 (tρ2 − tρ1)

ζ − tρ1 + T ρ(1−ζ) (tρ2 − tρ1)
ζ

Γ (ζ + 1) ρζ
(l∗1 (w) + l∗2 (w)R (w)) .
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→ 0 as t1 → t2

Arzela-Ascoli theorem implies that N : Ω×BR → BR is continuous and compact. Hence; from

Theorem (1.3.3) we deduce the existence of random solution to problem

3.2.2 Ulam stability results

- Now, we prove a result concerning the generalized Ulam-Hyers-Rassias stability of (3.1) . We

introduce the following additional hypotheses:

• (H3) For any ω ∈ Ω ,Φ (t, .) ⊂ L1 (0,∞) and there exists a measurable and essentially

bounded function q : Ω 7→ C (I, [0, ∞)). such that

(1 + ∥x− y∥) ∥h (t, x (t, w) , w)− h (t, y (t, w) , w) ∥ ≤ q (t, w)ϕ (t, w) tρ(1−ζ)∥x− y∥

• (H4) There exists λϕ > 0 such that

ρIζ0ϕ (t, w) ≤ λϕϕ (t, w) .

Remark 3.2.1 : Hypothesis (H3) implies (H2) with

l1 (t, w) = h (t, 0, w) , l2 (t, w) = q (t, w)ϕ (t, w) .

Set

ϕ∗ (w) = sup
t∈I

ϕ (t, w) , q∗ (w) = sup
t∈I

q (t, w) , w ∈ Ω .

Theorem 3.2.2 If (H1) , (H3) (H4)

and
ρ−ζT ρ

Γ (1 + ζ)
< 1, (3.8)

hold. Then the problem (3.1) has random solutions defined on I and J, and it is generalized

Ulam- Hyers-Rassias stable.

Proof.:

• Case1 t ∈ [−α, 0], g is unique (obvious)

• Case2 From (H1) , (H3) and Remark (3.2.1) ; the problem (3.1) has at least one random

solution y. Then, we have

y (t, w) =
ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, ys (s, w) , w) ds.
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Assume x be a random solution of (1.30)

∥tρ(1−ζ)x (t, w)− tρ(1−ζ)ρ1−ζ

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, xs (s, w) , w) ds∥

≤ T ρ(1−ζ)
(
ρIζ0ϕ

)
(t, w) .

From hypotheses (H3) and (H4) , we have

∥tρ(1−ζ)x (t, w)− tρ(1−ζ)y (t, w) ∥

≤ ∥tρ(1−ζ)x (t, w)− tρ
1−ζρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, ys (s, w) , w) ds∥

+ ∥ρ
1−ζtρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, xs (s, w) , w) ds

− ρ1−ζtρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
h (s, ys (s, w) , w) ds∥

≤ T ρ(1−ζ)
(
ρIζ0ϕ

)
(t, w)

+
ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
∥h (s, xs (s, w) , w)− h (s, ys (s, w) , w) ∥ds

≤ T ρ(1−ζ)
(
ρIζ0ϕ

)
(t, w)

+
ρ1−ζT ρ(1−ζ)

Γ (ζ)

∫ t

0

sρ−1

(tρ − sρ)1−ζ
q∗ (w)ϕ (s, w) sρ(1−ζ) ∥xs − ys∥

1− ∥xs − ys∥
ds

≤ T ρ(1−ζ)λϕϕ (t, w) + T 2ρ(1−ζ)λϕϕ (t, w) q
∗ (w) .

Thus, we get

∥tρ(1−ζ)x (t, w)− tρ(1−ζ)y (t, w) ∥ ≤
(
1 + T ρ(1−ζ)q∗ (w)

)
T ρ(1−ζ)λϕϕ (t, w)

:= chϕϕ (t, w) .

Hence, problem (3.1) is generalized Ulam-Hyers-Rassias stable.
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3.3 An example

Consider the Katugampola random fractional differential equation with delay of the form
(
ρDζ

0u (t)
)
= tρ(1−ζ) exp(−t)|ut|

(9+exp(t))(1+|ut|) , t ∈ I = [0, 1] , 0 < ζ < 1,

u (t) = g (t) = exp(−t)−1
2

, t ∈ [−α, 0] .

(3.9)

Let us take, ζ = 1
2
, ρ = 1 , α a non negative constant . ut (θ) = (θ + t), for −α ≤ ζ ≤ 0 and

0 ≤ t ≤ 1. Set

f (t, u) = tρ(1−ζ) exp(−t)ut

(9+exp(t))(1+ut)
for (t, z) ∈ [0, 1]× [0, +∞).

We have

u (0) = g (0) = 0.

And f is a measurable,continous function.

Now, we can see that

|f (t, xt)− f (t, yt)| =

∣∣∣∣∣ t
1
2 exp (−t) |xt|

(9 + exp (t)) (1 + |xt|)
− t

1
2 exp (−t) |yt|

(9 + exp (t)) (1 + |yt|)

∣∣∣∣∣
≤ t

1
2 exp (−t)

(9 + exp (t))

|xt − yt|
(1 + |xt|) (1 + |yt|)

≤ exp (−t)

(9 + exp (t))

t
1
2 |xt − yt|

|xt − yt|+ 1
.

Hence, hypotheses (H3) and (H4) are satisfied ((H3) implies (H2)) with

q (t) = exp (−t) , ϕ (t) = 1
9+exp(t)

.

Hence by theorems (3.2.1) and (3.2.2) problem (3.9) admits a random solution, and is general-

ized Ulam-Hyers-Rassias stable.

35



CONCLUSION

In this thesis, we provided some suffcient conditions ensuring the existence of random solutions

and the Ulam stability for a class of fractional differential equations involving the Katugampola

fractional derivative with delay in Banach spaces. The techniques used are the random fixed

point theory and the notion of Ulam-Hyers-Rassias stability.
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